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Abstract

Video conferencing systems suffer from poor user experience when network conditions dete-
riorate because current video codecs cannot operate at extremely low-bitrates or under lossy
network conditions without frame corruption or video freezes. To tackle the low-bitrate
problem, several neural alternatives have been proposed that reconstruct talking head videos
using sparse representations of each frame such as facial landmark information. However,
these approaches produce poor reconstructions in scenarios with major movement or occlu-
sions over the course of a call, and do not scale to higher resolutions. To cope with packet
loss, most systems use retransmissions or Forward Error Correction (FEC) techniques. Re-
transmissions are impractical in real-time settings due to their slow turnaround times while
Forward Error Correction (FEC) techniques require extensive tuning to ensure the right level
of redundancy. Instead, this dissertation develops a new paradigm for video conferencing
using a suite of generative techniques based on super-resolution and attention mechanisms
to improve video conferencing experience across both classes of poor network conditions.

First, we present Gemino, a new neural compression system for video conferencing
based on a novel high-frequency-conditional super-resolution pipeline. Gemino upsamples
a very low-resolution version of each target frame while enhancing high-frequency details
(e.g., skin texture, hair, etc.) based on information extracted from a single high-resolution
reference image. Such a design overcomes the robustness issues of models that rely on only
facial landmarks under extreme motion. Gemino’s design includes a multi-scale architecture
that runs different components of Gemino at different resolutions, allowing it to scale to
resolutions comparable to 720p. We also personalize the model to learn specific details
of each person, achieving much better fidelity at low bitrates. We implement Gemino atop
aiortc, an open-source Python implementation of WebRTC, and show that it operates on
1024×1024 videos in real-time on a Titan X GPU, and achieves 2.2–5× lower bitrate than
traditional video codecs for the same perceptual quality.

Since Gemino is not designed to leverage high-resolution information from multiple
references, we further design Gemino (Attention), a version of Gemino that computes
“attention” or a weighted correspondence between regions of different reference frames and
the target frame. This attention design is in contrast to the optical flow framework within
Gemino that is restricted to merely linear translations from regions of a single reference
frame to its target region. Such an attention-based design is, instead, able to combine
information across different references and use the best parts of each reference frame to
improve the fidelity of the reconstruction.
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Lastly, we develop Reparo, a loss-resilient generative codec for video conferencing that
reduces the duration and impact of video freezes during outages. Reparo’s compression
does not depend on temporal differences across frames, making it less brittle in the event
of packet loss. Reparo automatically generates missing information when a frame or part
of a frame is lost, based on the data received so far, and the model’s knowledge of how
people look, dress, and interact in the visual world.

Together, these approaches suggest an alternate future for video conferencing powered
by neural codecs that can operate in extremely low-bandwidth scenarios as well as under
lossy network conditions to enable a smoother video conferencing experience.

Thesis Supervisor: Mohammad Alizadeh
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

1.1 Motivation

Video conferencing applications have become a crucial part of modern life. Though video
calling has been in use for personal use cases such as long-distance family calls for many
decades, the technology has become particularly integral for the smooth functioning of
all aspects of society since the COVID-19 pandemic. Video conferencing is the reason for
how normalized telehealth, remote and hybrid work, virtual educational and vocational
options, virtual tours and virtual fitness classes have become lately. This proliferation of
use cases is reflected in the growth trends of video calling services through the last few
years. Through 2020 and 2021, the number of monthly active users of popular applications
like Zoom, Microsoft Teams, and Google Meet grew to over 21 times of their pre-pandemic
levels [23]. Though travel and in-person work have returned to their pre-pandemic levels
in large parts of the world, the video conferencing market is still expected to continue to
grow over the next decade [1].

However, today’s systems continue to suffer from poor user experience: in particular,
poor video quality and unwelcome disruptions are all too common. The issues shown in
Fig. 1-1 are very familiar to all of us. Fig. 1-1(b) shows an example of a pixelated screen
resulting from low resolutions during poor network conditions, while Fig. 1-1(a) shows
glitches in the displayed frame due to lost packets. Situations such as these arise because of
the inability of today’s applications to operate in low-bandwidth or lossy network scenarios.
For instance, Zoom recommends a minimum bandwidth of 1.2Mbps for one-on-one meet-
ings and 2-3 Mbps for group meetings [29]. In certain parts of the world, household Internet
broadband speeds remain far below these recommendations for reliable video conferencing.
As seen in Fig. 1-2, large swaths of the population in Africa and Asia had average Internet
broadband speeds less than 10 Mbps in 2022 [28], with the five slowest countries having
speeds under 1 Mbps. Mobile bandwidth is even more restricted: SpeedTest’s Global
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(a) Glitches in displayed frame from packet loss.(b) Pixelation effects in a low-resolution frame.

Figure 1-1: Typical issues encountered during a video call during poor network
conditions.

Index [13] suggest that global mobile bandwidth average is 50% of broadband speeds. This
means that many of these countries cannot support video calls for even one person in a house-
hold, much less for an entire household. Even in regions of North America and Europe with
high broadband speeds [28], over 30% of users surveyed about their video conferencing expe-
rience claimed that “video quality” issues were their biggest pain point [20]. The same survey
indicates that over 50% of users deem audio issues their biggest concern. Often, turning off
video often leads to better audio quality [22]; this suggests that most frustrations with video
conferencing applications come from the same root cause of insufficient capacity for video.

The aforementioned issues arise because the user experience is not just determined by
the average bandwidth, but rather by tail events of low bandwidth and outages (a few
seconds every 5–10 minutes) that cause glitches and disrupt the video call. When the
network deteriorates, even briefly, existing video conferencing solutions cope to an extent by
lowering quality, but below a certain bandwidth (e.g., 100s of Kbps for HD video), they must
either suspend the transmission altogether or risk packet loss and frame corruption. Further,
since video frames are encoded based on delta encoding or the differences between frames,
one corrupt frame often causes an extended outage due to dependencies across frames.

1.2 Existing Approaches

1.2.1 Achieving Low Bitrates

Video applications typically use classical codecs such as VP8, VP9, H.264, H.265, and
AV1 [34, 109, 129, 136, 7]. These codecs compress video frames using block-based motion
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Figure 1-2: Internet broadband speeds in the world. Many populous parts of
the world have broadband speeds well under 10 Mbps, with the slowest countries
having less than 1 Mbps.

prediction, separating them into keyframes (I-frames) that are compressed independently
and predicted frames (P-/B-frames) that are compressed based on differences relative to
adjacent frames. These codecs, though widely supported, rely on search-based algorithms
that compare every block in the current frame to a past frame. Consequently, these
codecs are very efficient in slow modes, but are constrained by search speed in real-time
video-conferencing modes. They rarely achieve bitrates lower than few hundreds of Kbps,
and also do not accurately match a desired target bitrate, which leads to packet loss and
frame corruption when they exceed available capacity.

Recently, several neural approaches for face image synthesis have been proposed that
deliver extreme compression by generating each video frame from a sparse representation
(e.g., keypoints) [132, 149, 162, 113, 143]. These techniques have the potential to enable
video conferencing with one to two orders of magnitude reduction in bandwidth (as
low as ∼10Kbps [149, 113]) when transmitting the sparse representations alone, but
their lack of robustness and high computational complexity hampers their practicality.
Specifically, synthesis approaches work by “warping” a reference image into different target
poses and orientations captured by such sparse keypoints. These methods produce good
reconstructions when the difference between the reference and the target image is small, but
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they fail (possibly catastrophically) in the presence of large movements or occlusions. In
such cases, they produce poor reconstructions, for both low-frequency content (e.g., missing
the presence of a hand in a frame altogether) and high-frequency content (e.g., details of
clothing and facial hair). As a result, while synthesis approaches show promising average-
case behavior, their performance at the tail is riddled with inconsistencies in practice.
Furthermore, real-time reconstruction is only feasible at low resolution for such models [132,
113], even on high-end GPUs, while typical video conference applications are increasingly
designed for HD, Full HD, and even 4K videos [31, 30, 6]. Naïvely reusing these models on
larger input frames can quickly become prohibitively expensive as the resolution is increased.

1.2.2 Tackling Packet Loss

Another issue with traditional codecs is that the interdependence between frames makes
them brittle under packet loss. For example, P-frames are encoded with reference to
previous frames, and to decode them, the receiver must first decode the frames on which
it depends. If prior frames cannot be decoded due to lost packets, the receiver stalls and
cannot proceed, causing the video to freeze. Once in this state, the receiver requests a
retransmission and can only decode the relevant frame once it has received the missing
data. If the data continue to be missing, the receiver requests a new key frame or I-frame to
effectively reset the encoder state so that any future frames are encoded based on this new
state that is corruption-free. This works because I-frames are compressed independently of
other frames; any loss of prior frames does not affect an I-frame’s decodability. However,
as a result of this independent compression, I-frames are much larger than P-frames, and
sending a large frame during or just after poor network conditions means that the I-frame
will have really poor quality, which impacts subsequent frames’ quality. The overall result
is that packet loss episodes can cause a jarring user experience where the video freezes
followed by a period of poor quality until the codec recovers.

The typical way to overcome packet loss in existing video systems is to use either
retransmissions or forward error correction (FEC). However, since real-time applications
have latency requirements that dictate how soon lost packets need to be retrieved, retrans-
mission is only used if the round trip time is short. The more common approach is to
use FEC wherein the sender sends redundant “parity” packets along with the standard
video stream so that the receiver can recover any lost packets using traditional block codes
[120, 104] or latency-optimized streaming codes [126]. FEC approaches are optimized to
balance redundancy and efficiency based on the expected loss rate under typical network
conditions. This is important because sending too many parity packets can be wasteful,
but sending too few may make the video stream much less resilient to losses. Tuning the
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level of redundancy perfectly for unpredictable network conditions is hard. Though recent
years have seen an explosion of neural alternatives for video compression and transmission
such as Swift [49], NAS [158], LiveNAS [84], SRVC [83], Maxine [149], and DVC [101], they
often still rely on temporal dependencies or have poor reconstruction quality under certain
tail scenarios that makes them unsuitable for video conferencing under lossy conditions.

1.3 Key Contributions

This thesis describes two classes of neural codecs that independently target (1) low-
bandwidth scenarios and (2) lossy network conditions. We briefly list the key contributions,
and then describe them in more detail.

• Gemino, a new neural compression system for video conferencing that uses a novel
high-frequency conditional super-resolution pipeline to operate at audio-like bitrates.

• Gemino (Attention), an alternate design for the high-frequency conditional super-
resolution pipeline that leverages attention instead of optical flow, allowing it to
scale to multiple reference images.

• Reparo, a loss-resilient generative codec that reduces video freezes during network
outages.

1.3.1 Gemino: A Robust Low-Bitrate Neural Codec

Chapter 3 proposes Gemino, a neural compression system for low-bitrate video conferenc-
ing, designed to overcome the robustness and compute complexity challenges associated
with keypoint-based techniques. Gemino targets extreme compression scenarios, such as
delivering video in ∼100 Kbps or less. At such bitrates, the bandwidth required for video
becomes comparable to a typical audio call [27], greatly expanding the range of networks
that can support video conferencing.
Gemino design. We begin with the observation that current synthesis approaches, in an
effort to squeeze the most compression, overly rely on keypoints, a modality with limited
semantic information about the target frame. This causes several inevitable failures (§3.1).
For example, if a user’s hand is absent in the reference frame but appears in the target,
there is no way to reconstruct the hand by warping the reference image. We would need
to send a new reference frame that includes the hand, but sending a high-resolution frame
(even occasionally) incurs significant cost. Instead, Gemino directly transmits low-resolution
video, which includes significantly more information about the target frame, and upsamples
it to the desired resolution at the receiver. Using low-resolution video is viable because
modern codecs [46, 110, 35, 130] compress them very efficiently. For example, sending
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Figure 1-3: Gemino’s design. The sender sends a downsampled version of the
target frame across the network to the receiver that has a reference image of the
speaker in the current video conference setting. The encoder network encodes and
warps features from the reference image based on the motion estimated between
the reference and target frames. The decoder network at the receiver upsamples
the downsampled frame with help from the warped encoded reference features.

128×128 resolution video in our implementation consumes ∼15Kbps, only slightly more
than would be needed to transmit keypoints [149, 113]. We posit that the robustness
benefits of providing the receiver with more information for reconstruction far outweigh
the marginal bandwidth cost.

It is challenging to upsample a video significantly while reconstructing high-frequency
details accurately. For example, at 1024×1024 resolution, we can see high-frequency
texture details of skin, hair, and clothing, that are not visible at 128×128 resolution.
To improve high-frequency reconstruction fidelity, Gemino uses a reference frame that
provides such texture information in a different pose than the target frame. Like synthesis
approaches, it warps features extracted from this reference frame based on the motion
between the reference and target frames, but it combines it with information extracted
from the low-resolution target image to generate the final reconstruction (Fig. 1-3). We
call this new approach high-frequency-conditional super-resolution.

Compute and Fidelity Optimizations. Gemino uses several further optimizations to
improve reconstruction fidelity and reduce computation cost. First, we personalize the
model by fine-tuning it on videos of a specific person so that it can learn the high-frequency
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detail associated with that person (e.g., hair, skin wrinkles, etc.). Personalizing the model
makes it easier to transition texture information from the reference to the target frame.
Second, we train the neural network using decompressed low-resolution frames obtained
from a standard codec so that it learns to reconstruct accurate target frames despite
codec-induced artifacts. We design Gemino to work with any starting resolution so that
it can achieve different rate-distortion tradeoffs based on the available network bandwidth.
The resolution at a particular bitrate is chosen by profiling standard codecs and picking
the highest resolution that can achieve that bitrate.

Lastly, as the target resolution increases, it is essential to reduce the number of op-
erations required per-pixel for synthesis. Otherwise, the compute overheads of running
neural networks at higher resolutions become prohibitively high. To achieve this compute
reduction, we design a multi-scale architecture wherein different parts of the model operate
at different resolutions. For instance, the module that produces the warping field uses
low-resolution versions of the reference and target images, while the encoder and decoder
networks1 operate at full resolution but are equipped with additional downsampling blocks
to reduce the operations per pixel. This design allows us to obtain good reconstruction
quality while keeping the reconstruction real time. The multi-scale architecture will be
particularly salient as we transition to higher resolution video conferencing applications in
the future. We also further optimize our model using neural architecture search techniques
such as NetAdapt [156] to reduce the compute footprint.

Results. We implement and evaluate Gemino within aiortc [3], a Python implementation
of WebRTC, and show the following:

1. Gemino achieves a perceptual quality (LPIPS) [163] of 0.21 at 105Kbps, a 5× and
2.2× reduction from VP8 and VP9’s default Chromium and WebRTC settings
respectively.

2. In lower bitrate regimes where current video conferencing applications cannot oper-
ate, Gemino outperforms bicubic upsampling and SwinIR [94] super-resolution from
compressed downsampled VPX 2 frames. Gemino requires 50Kbps to achieve an
LPIPS of 0.23, a 2× and 3.9× reduction compared to bicubic and super-resolution.

3. Our model transitions smoothly across resolutions, and between generated and syn-
thetic video, achieving different rate-distortion tradeoffs based on the target bitrate.

4. Our model benefits considerably (∼ 0.04 in LPIPS) from personalization and including
the VPX codec at train-time (∼0.05 in LPIPS). Our optimizations atop the multi-

1“Encoder” and “decoder” throughout this dissertation refer to the neural network pair typically used in
GANs [59]. When we specify VPX encoder or decoder, we refer to the video codec’s encoder and decoder.

2VPX refers jointly to VP8 and VP9; we delineate them when necessary.
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scale architecture enable real-time inference on 1024×1024 frames on a Titan X GPU.

1.3.2 An Attention-Based Design for Gemino

Gemino [134] uses a single reference frame in its reconstruction pipeline for synthesizing
high-resolution frames in a target pose. A natural question is whether using more ref-
erences can improve the reconstruction fidelity. However, Gemino, like other novel-view
synthesis approaches [162, 132, 149], leverages optical flow. Specifically, Gemino encodes
features from the reference frame, warps them based on the optical flow estimate, and
then decodes the warped features. The optical flow, measured in two-dimensions, captures
which reference feature (or pixel) needs to be moved to a given target image location in
order to produce the reconstruction. To extend this approach to multiple reference frames,
Gemino would have to encode multiple source or reference images, independently warp
each of the features based on their respective optical flows relative to the target, and utilize
an additional layer [144] to compute how to combine the different optical flows before the
decoding step. Such flow estimation can be challenging, particularly when there is extreme
motion, and image or feature correspondence is minimal.

A more versatile alternative to optical flow is attention [142, 51]. The basic approach
within an attention layer is to compute correspondence between query and key features
using a dot product and then, extract the corresponding value features for those keys
that have highest correlation with the query. In our context, the attention layer identifies
which spatial locations in the target frame (query) should draw upon which locations
in the reference (key). While the (low-resolution) key features are used for computing
correspondence with the query, each key feature maps to a corresponding high-resolution
value feature which is decoded after the attention operation. Attention is similar to optical
flow in that it identifies a correspondence between source and target pixels. However,
it is much more general in that it allows you to produce a weighted combination of
input locations for every output location, rather than rely on a single input location
that needs to be moved to a target location. This versatility comes at the cost of higher
computation [51, 167] but provides much more flexibility to the model in the form of a larger
corpus of features, potentially from multiple references [144], to pick from. It also opens
possibility of aggregating a set of person- or video-specific features at train-time that the
attention mechanism can then learn to draw upon appropriately in the inference pipeline.

In Chapter 4, we discuss an alternate design for Gemino that uses attention mecha-
nisms instead of optical flow based models. Specifically, Gemino (Attention) encodes a
low-resolution target image as well as low and high-resolution versions of the reference into
a set of features. It then computes attention or correspondence between the features from
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the low-resolution target (query features) and the low-resolution reference (key features),
and extracts the corresponding high-resolution reference features (value features). The
attended features from the high-resolution reference features are then put through a series
of decoding layers to produce the final reconstruction. This attention structure naturally
lends itself to multiple reference frames; we simply extract key-value pairs from each
reference frame’s low-resolution and high-resolution versions and stack them together in
the attention pipeline. Note that the model is trained once for a single reference image,
but extends at inference time to multiple reference images. This is because attention is
merely computing a dot product between queries and keys, and can naturally do this for
more keys than it was originally trained for without retraining.

We evaluate Gemino (Attention) on publicly available TCDTimit [63] dataset and show
that our novel multi-resolution attention design provides an improvement of 1.71dB in
PSNR, 1.13dB in SSIM and 0.06 in LPIPS over a similar design that runs attention only
at the coarsest level. Further, the same model when evaluated using five references provides
an additional improvement of 0.15dB in PSNR, 0.07dB in SSIM, and 0.01 in LPIPS.
Since TCDTimit [63] lacks sufficient variation in pose and backgrounds, we also evaluate
on a more diverse dataset and observe that we get an improvement of nearly 1dB in both
SSIM and PSNR, and a 20% decrease (0.01) in LPIPS when using 10 references instead
of 1. As the number of reference frames grows, our model incurs higher computational
costs relative to Gemino. However, this issue can be mitigated by employing a one-time
compression of the fixed key-value pairs derived from the reference frames or by utilizing
faster techniques to approximate the attention mechanism [147, 125, 87].

1.3.3 Reparo: A Loss-Resilient Generative Codec

As described in §1.2.2, packet loss in a video conferencing application leads to corrupt or
undecodable frames, which cause subsequent frames to be undecodable due to dependencies
between frames. This causes an extended outage or glitch in a video call. Typically, this
is resolved by retransmissions or FEC techniques, which are difficult to use for video
conferencing applications under unreliable network conditions. Chapter 5 describes an
alternative design in the form of a loss-resilient generative codec for video conferencing
called Reparo. Reparo’s design consists of two components. First, it represents all video
frames using a small dictionary of visual tokens, where each token represents a fixed-size
patch of a frame. The intuition behind this step is that most video frames can be captured
by combining a limited set of patches. All subsequent operations happen on tokens.
Specifically, the transmitter converts every frame into its corresponding token indices and
transmits those in packets. When packets get lost in the network, the receiver in Reparo
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Figure 1-4: Overview of Reparo. An encoder-decoder pair converts between RGB
image and quantized image tokens, while we introduce new modules to affect the
packetization, bitrate, and loss recovery in the quantized token space to improve
loss-resilience.

uses a neural network to infer any missing tokens based on correlations between the missing
locations and the received tokens. These correlations are based on the neural network’s
conception of how tokens combine to create typical images in the visual world. Once the
missing tokens are filled in, the image can be reconstructed by decoding the aggregate of
the received and filled-in tokens. Fig. 1-4 illustrates the components of Reparo.

Beyond eliminating the need for transmitting redundant packets, Reparo offers three
additional advantages. First, it achieves high compression rates without introducing depen-
dencies between frames. Reparo exploits the natural dependencies within images in a video
conferencing setting in creating its token dictionary or codebook. Consequently, Reparo does
not need any temporal relationships across frames to achieve additional compression. This
further means that only token indices (integers that are easily compressed) are transmitted
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between the sender and the receiver as long as they have negotiated the codebook ahead
of time.

Second, traditional codecs only achieve their target bitrate on average and often show a
lot of fluctuation around an average because differences between adjacent frames could vary
depending on motion on very short time-scales. This makes it very hard to design congestion
control or error-recovery solutions such that network capacity is utilized well without latency
spikes or packet loss. Since Reparo derives a fixed number of tokens from its target bitrate
and only transmits token indices per-frame, it always matches its target bitrate. This
predictability allows for many enhancements at the transport and application layer.

Third, Reparo requires only one-way communication. Existing FEC schemes [126]
require an acknowledgment (ACK) for every frame successfully decoded to decide whether a
retransmission is needed. This can cause longer freezes if the round-trip-time or RTT is high.
In contrast, the Reparo receiver uses whatever tokens it receives to fill in the missing tokens
on a continual and online basis without any explicit communication with the transmitter.
Even if one frame cannot be recovered, it will simply wait and render the next frame.

We integrate Reparo with a loss-resilient video conferencing platform [17], and evaluate
Reparo and VP9+Tambur [126], a recent streaming-code based FEC approach, using the
platform. Our results on a corpus of publicly available video conferencing style videos from
YouTube show the following:

1. Reparo consistently improves the visual quality of displayed videos over VP9+Tambur
for all loss levels. Specifically, Reparo achieves 34.1 dB, 34.0 dB, and 33.9 dB 10th

percentile PSNR under low, medium, and high loss levels, respectively, outperforming
VP9+Tambur by 3.1 dB, 9.8 dB, and 17.9 dB.

2. Reparo nearly eliminates all video freezes, failing to render only 0.2%, 0.8%, and 2.0%
of frames under low, medium, and high loss levels, respectively when VP9+Tambur
fails to render significantly more frames for all loss levels (up to 29.2% of frames at
high loss).

3. Reparo transmits at a constant bitrate and adapts to a range of target bitrates
smoothly. In rate-limited environments, Reparo utilizes the full capacity of the link,
while VP9+Tambur needs to keep the average bitrate low to avoid packet losses due
to the high variability of the VP9 encoder’s bitrate.

Overall, Reparo achieves superior loss-resilience and quality stability compared to
existing approaches. However, since Reparo leverages attention and a transformer-based
backbone, Reparo is more computationally intensive than traditional methods. Specifically,
its current implementation requires multiple high-end GPUs to operate in real-time. A
wealth of techniques have been proposed in recent years to improve the computational
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efficiency of neural networks. We leverage some of these techniques to improve Gemino,
and anticipate that many similar techniques can be used to optimize Reparo too. We leave
an exploration of such techniques to future work.

1.3.4 Beyond this Dissertation

We also make a number of other related contributions for video applications that are not
included in the main body of this dissertation.

SEZMA [2]. The Single Endpoint Zoom Measurement Application (SEZMA) is a mea-
surement tool to monitor user experience during video calls that can be run on individual’s
devices without cooperation from the other endpoint that they’re conversing with. It
captures application level statistics such as video quality and freezes, and correlates it
with network level statistics such as packet sizes and packet loss. SEZMA, in contrast
to existing measurement tools, does not rely on controlled experiments with contrived
network environments, or need full control of all endpoints and routes between two or
more conversing video calling users. Instead, SEZMA, logs network and video metrics
in real-time while a user is on a video call, and sends them to a centralized server for
post-processing. The application is designed to be lightweight, explanatory, usable, and
privacy-preserving to improve users’ likelihood of using it in the wild.

SRVC (ICCV 2021) [83]. SRVC is a content-adaptive super-resolution technique for
on-demand video that achieves better compression without significant compute overheads.
Similar to Gemino, SRVC leverages the compression benefits of existing video codecs at low
resolution by transmitting downsampled video on the network. Specifically, SRVC, encodes
video into two bitstreams: (1) a content stream, produced by compressing downsampled
low-resolution video with an existing video codec, and (2) a model stream, which encodes
periodic updates to a lightweight super-resolution network that is customized for short
segments of the video. The key insight in SRVC is that by sending a selective set of updates
to only those model parameters most relevant to the last few frames, the model stream can
be compressed very efficiently. Similar to Gemino, SRVC first decodes the low-resolution
video frames using the standard codec, and then upsamples and enhances it using its
content-adapted model. Since SRVC is designed for on-demand video, the model and
content streams can be pre-computed ahead of time to extract maximum compression gains.

Minerva (SIGCOMM 2019) [112]. Minerva is an end-to-end transport protocol for
video streaming that achieves QoE fairness. Existing transport protocols only provide
connection-level fairness without any heed to the video that the user is watching or the device
the video is playing on. In contrast, Minerva uses information about the player state (buffer
levels, video device, amount of motion in the video) to allocate bandwidth between video
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users sharing a common bottleneck. Minerva clients do not explicitly communicate this
state to each other, yet the server serving them converges to a bandwidth allocation between
them that maximizes QoE fairness. In other words, Minerva optimizes the bandwidth
allocation to automatically give a video client watching on a 4K display higher bandwidth
than a client watching the same video on a mobile phone from the same household.
Vidaptive [77]. Vidaptive is a new transport design for real-time and low-latency video
applications that achieves high network utilization without introducing latency spikes.
Current video rate controllers like Google Congestion Control (GCC) [42] respond slowly
to network changes, and have poor network utilization and latency profiles because their
behavior is tightly coupled with the video encoder. Unfortunately, video encoders take time
to match a target bitrate due to dependencies across frames, and also rarely achieve a con-
sistent target bitrate even once caught up. To get around this without changing the video
encoder, Vidaptive decouples packet transmission decisions from video encoder output,
by introducing “dummy” padding traffic as needed to treat otherwise bursty video streams
like backlogged flows controlled by a highly optimized congestion controller. Vidaptive
then adapts the frame rate, resolution, and target bitrate of the encoder to align the video
bitrate with the congestion controller’s sending rate on very short time-scales. These two
techniques make Vidaptive very responsive to any variations in network conditions while
still maintaining high video quality and minimizing any frame latency spikes.

1.4 Previous Papers and Organization

Chapter 1 motivates the need for neural network-based techniques for video conferencing
by describing challenging network conditions and the impact they have on the conferencing
experience for end users. Chapter 2 describes the history of video conferencing and classical
codecs, and also describes learning-based alternatives for video enhancement, synthesis
and compression that have emerged in the last few years. The next three chapters and
the main body of this dissertation are based on the following papers:

• Chapter 3 revises: Vibhaalakshmi Sivaraman, Pantea Karimi, Vedantha Venkatapa-
thy, Mehrdad Khani, Sadjad Fouladi, Mohammad Alizadeh, Frédo Durand, Vivienne
Sze. Gemino: Practical and Robust Neural Compression for Video Conferencing.
In Proc. of USENIX NSDI 2024 [134].

• Chapter 4 revises: Vibhaalakshmi Sivaraman, Xuan Luo, Anne Menini, Mohammad
Alizadeh, Rahul Garg. Multi-Resolution Multi-Reference Talking Head Synthesis
via Implicit Warping. Technical Report [135].

• Chapter 5 motivates and revises: Tianhong Li, Vibhaalakshmi Sivaraman, Lijie Fan,
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Mohammad Alizadeh, Dina Katabi. Reparo: Loss-Resilient Generative Codec for
Video Conferencing. Reparo: Loss-Resilient Generative Codec for Video Conferenc-
ing. arXiv [92].

Chapter 6 acknowledges limitations of compression based on neural networks as well as
limitations specific to Gemino and Reparo. Chapter 7 summarizes the key contributions
of the thesis, and envisions a future where neural compression is more ubiquitous.
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Chapter 2

Background and Related Work

2.1 History of Video Conferencing

Video conferencing history dates back to the late 80’s and 90’s when the first video codecs
and compression techniques were developed. These compression techniques fundamentally
moved the frontier enabling video storage and transmission in a way that was not possible
previously. Specifically, the development of the Discrete Cosine Transform (DCT) [32]
allowed images to be transformed into the frequency domain. The frequency domain made
it easier to identify which features were most relevant to the eye (low-frequency) and which
features could be thrown away (higher frequencies). During the 80s, multiple experiments
aimed at extending DCT to the video case were conducted. This led to the the first video
compression standards in the 90s with the development of MPEG by the Motion Pictures
Experts Group [19, 11]. These standards introduced output formats for compressed video:
macroblocks, motion vectors and DCT coefficients for the residuals. Though these codecs
have evolved over the years and been optimized, the same output structures continue to
be used even today.

Video conferencing necessitates a particular use case for video compression in a real-time
setting. Frames read from web-cameras on a user’s device are immediately compressed
within the time bounds of the application, sent over the network, and decompressed and
rendered at the receiver. These web-cameras, first introduced in the early 90s as well,
used to sample every few seconds [21]. These sampling rates grew over time, eventually
enough for smartphones to include applications like Skype, AOL Instant Messenger, and
Yahoo Messenger with video calling functionalities in the 2000s. These capabilities further
improved in the 2010s with the advent of the iPhone which supported video calling over
cellular networks in addition to WiFi calling [18]. This steady growth in video conferencing
was punctured when the COVID-19 pandemic induced a huge spike in usage in early
2020. Through 2020 and 2021, video applications like Zoom, Microsoft Teams, and Google
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Meet saw a 21× growth in their monthly active users relative to their pre-pandemic
levels [23]. This unprecedented growth has since plateaued; yet, the number of users of
video conferencing remains high even as we transition to more in-person interactions. This
is unsurprising – we all make frequent video calls with family living far from us, and many
people still work in hybrid settings wherein they make video calls at least a few times a week.

Unlike the original web-cameras, today’s web-cameras sample at 30 or even 60 frames
per second to provide users good video calling experience. To support such high sampling
rates and large user-bases, it is imperative that video codecs achieve high compression
at high speeds. The rest of this chapter describes how current video codecs work, and
what attempts have been made to design neural-network based alternatives for the same
compression pipeline. After that, we describe video synthesis techniques more broadly
since this dissertation repurposes many of those techniques for video compression.

2.2 Codec Design

2.2.1 Traditional Codecs

Most video applications rely on standard video compression modules (codecs) such as
H.264/H.265 [129, 136], VP8/VP9 [34, 109], and AV1 [46]. These codecs separate video
frames into keyframes (I-frames) that exploit spatial redundancies within a frame, and
predicted frames (P-/B-frames) that exploit temporal—as well as spatial—redundancies
across frames. Keyframes are compressed using standard image compression techniques
using the DCT approach described above. After converting the spatial information to
frequency domain using DCT, most of the low-frequency DCT coefficients are retained with
high precision. The high-frequency DCT coefficients are encoded with lossy compression in
a way that trades off the compression achieved with how distorted the decoded frame looks
relative to the original because of missing high-frequency content. Predicted frames are
further compressed based on their differences relative to a nearby keyframe or a previous
predicted frame, using an approach called “delta encoding”. Specifically, predicted frames
are broken spatially into “macroblocks” that are square patches of varying size depending
on the extent of detail in a particular location. Then, motion vectors are computed from a
nearby frame to the current frame on a macroblock-by-macroblock basis that reflect which
block from a keyframe can be repurposed where in the predicted frame. Any differences
or “residuals” not captured by the motion vectors are then encoded using DCT and lossy
compression. Delta encoding and the use of motion vectors makes video compression
orders of magnitude more efficient than simple per-frame image compression. This is the
only reason we can store videos and transmit them across the Internet.

Over the years, video codecs have been improved through ideas like variable block

38



sizes [136] and low-resolution encoding for lower bitrates [46]. These codecs are particularly
efficient in their slow modes when they have generous time and compute budget to com-
press a video at high quality because they can perform extensive searches to compute the
best motion vectors between macroblocks of the predicted frame and its nearby keyframe.
However, these codecs still require a few hundred Kbps for real-time applications such as
video conferencing, even at moderate resolutions like 720p. In low-bandwidth scenarios,
these codecs cannot do much other than transmit at the worst quality, and suffer packet
loss and frame corruption [54]. To circumvent this, some applications [8] switch to lower
resolutions when the network degrades. However, as new video conferencing solutions such
as Google’s Starline [30] with a large bandwidth footprint are introduced, these concerns
with current codecs become more acute.

2.2.2 Neural Codecs

The inability of traditional codecs to operate at extremely low bitrates for high-resolution
videos has led researchers to consider solutions that use neural networks to reconstruct
video from very compact representations. Neural codecs have been designed for video-
streaming [83, 158, 49], live-video [84], and video video conferencing [149, 113]. Some of
these models keep the fundamental structure of traditional codecs but replace it with learnt
components. For instance, DVC [101] uses neural networks to perform motion estimation
and encode residuals, while Swift [49] compresses and decompresses the residuals in a
layered-encoding stack. Others leverage solutions to existing computer vision tasks for
compression purposes. For instance, NAS [158] and LiveNAS [84] enhance video quality
using one or more DNN models at either the client for video streaming, or the ingest server
for live video. The models have knobs to control the compute overheads by using a smaller
Deep Neural Network (DNN) [158], or by adjusting the number of epochs over which they
are fine-tuned online [84]. We describe more of these vision tasks, and what advantages
and disadvantages repurposing solutions for those tasks possess in a compression context
in §2.3. Despite their differences, many of these approaches have shown improvements in
the bits-per-pixel or bitrate consumption across a wide range of videos.

However, video conferencing differs from other video applications in a few ways. First,
the video is unavailable ahead of time to optimize for the best compression-quality tradeoff.
Moreover, the interactivity of the application demands that the video be both compressed
and decompressed with low-latency. Second, the videos belong to a specific distribution con-
sisting primarily of facial data. This allows for a more targeted model for generating videos
of faces. A number of such models have been proposed [162, 149, 113, 132, 69, 143, 105]
over the years. These models use keypoints or facial landmarks as a compact intermediary
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representation of a specific pose, to compute the movement between two poses before
generating the reconstruction. The models may use 3D keypoints [149], off-the-shelf
keypoint detectors [162], or multiple reference frames [143] to enhance prediction. We
describe these models and their shortcomings in more detail in §2.3. This dissertation
proposes Gemino, a new codec that exploits the narrow distribution of facial data but uses
a super-resolution approach to achieve higher fidelity synthesis than prior approaches.

2.2.3 FEC for Loss Recovery

Video codecs and standards govern how video is compressed to achieve a certain bitrate
for storage as well as transmission purposes. However, when video is transmitted over the
network, some of the encoded packets may be lost. One way to overcome this is to retransmit
lost packets. However, this typically takes a few round-trip-times (RTTs) for the sender and
the receiver to communicate. Forward Error Correction (FEC) is a technique commonly
used in communication systems to recover lost data packets without retransmission. Instead
of requesting the retransmission of lost packets, redundant information sent by the sender is
used by the receiver to reconstruct the original data. This is particularly important in real-
time communication systems such as VoIP and video conferencing, where retransmission of
lost packets can cause unacceptable delays. Traditional FEC codes such as parity codes [36],
Reed-Solomon (RS) codes [120], and fountain codes [104] are all block codes that are
optimal for random losses, where packets are lost independently. Recently, researchers have
proposed using streaming codes for FEC [126], achieving better loss recovery capabilities
than block codes for bursty losses, where several packets over one or more consecutive
frames are lost. Bursty losses are more common in video conferencing settings because it
is hard to control the encoder’s output over short time-scales (§5.1). As a result, once the
encoder’s bitrate exceeds the available bandwidth, it is stuck in that state for many frames
before it decreases its bitrate. This invariably causes packet loss. Since video frames are
encoded with dependencies across frames, packets from a lost frame corrupt the decoder’s
state and cause an extended outage or frozen video over a few seconds. This dissertation
describes Reparo, the first neural loss recovery scheme for video conferencing. Reparo
leverages advances in generative deep learning models to synthesize lost frames or lost
patches based on its knowledge of the visual world and by conditioning on received data.

2.3 Learned Methods for Video Synthesis

This section describes different classes of vision tasks and tools that can be leveraged
for video compression by transmitting a compact representation of video frames over the
network and synthesizing the final video at the receiver from that compact representation.
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First, we elaborate on view-synthesis techniques that take a reference frame (and pose)
and generate a new target pose for the same person or identity from keypoints or audio.
Then, we describe super-resolution techniques that upsample a low-resolution frame to
produce its high-resolution counterpart. Lastly, we describe attention, a popular primitive
in many generative models, and the capabilities it brings for video synthesis.

2.3.1 Novel-view synthesis

Face synthesis techniques fall under the broader problem of synthesizing a novel-view of an
object or a person given a certain reference view. Many proposals [170, 115] have attempted
to tackle the general version of the problem including Multi-View Image Fusion [139] and
NeRF [107]. These approaches typically estimate a flow from the existing reference frame
to the novel view. The flow captures which parts of the reference can be moved or copied
over to the novel view, and consequently, what parts need to be synthesized because they
are different from the reference.

Approaches specific to generating faces in a target pose based on reference or texture
information have also been widely studied [131, 162, 149, 114, 144, 105, 134, 154]. For
example, the First-Order Motion Model (FOMM) [131] animates a source image of a
person into the target pose by estimating the motion using a first-order approximation
around a set of ten sparse keypoints that are learnt end-to-end. Maxine [149] furthers
this idea by using three-dimensional keypoints. The FOMM itself has been extended
to use multiple source images [144] as well as optimized to run on mobile devices [114]
albeit at much lower fidelity. Since keypoints provide a limited representation of the facial
movement and mouth positioning, a few approaches [171, 166, 168, 121] leverage audio
data in addition to pose information. All these approaches warp the source image based on
the estimated optical flow between the source and target poses. However, such estimates
can be incorrect when the source and target poses vary considerably. In this dissertation,
we argue that using low-resolution frames instead of audio or keypoints provides more
robust reconstructions with higher fidelity to the target frame.

2.3.2 Super-resolution

Super-resolution (SR) approaches take as input a low-resolution (LR) input and reconstruct
a high-resolution (HR) version. The standard form within this realm is single-image SR tech-
niques which only use the input image. Recently, CNN-based approaches [95, 98, 102, 85]
that learn this transformation have significantly outperformed classic (non-learnt) interpo-
lation methods such as bilinear or bicubic [81]. Since a number of these models tend to be
large, efforts to distill SISR models into lightweight versions have resulted in newer models
such as IDN [71] and IMDN [70]. Video SR methods [40, 93] build on image SR but further
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improve the reconstruction by exploiting redundant information in adjacent low-resolution
video frames. Certain approaches like FAST [165] and Nemo [157] further optimize SR
for video generation by performing SR only on “anchor frames” and generating the rest by
upsampling motion vectors and residuals. For video conferencing, domain-specific SR has
also shown promising outcomes utilizing facial characteristics and training losses in their
models [45, 103]. However, to the best of our knowledge, none of these prior methods study
upsampling conditioned on a high-resolution image from the same context. Unlike pure
SR methods, Gemino (Chapter 3) provides access to a high-resolution reference frame and
learns models that jointly in-paint and propagate high-frequency details from the reference
frame. In recent work, SRVC [83] uses content-specific super-resolution to upsample a low-
resolution video stream. Our approach is similar to SRVC in that it designs a model adapted
to a specific person. However, to enable real-time encoding, Gemino only customizes the
model once per person rather than continuously adapting it throughout the video.

2.3.3 Attention-based Generative Techniques

Attention mechanisms, or techniques to focus on features or information within some
fixed context window in a learnt pipeline, have gained popularity in vision tasks since the
introduction of the self-attention layer (identical query, key, values) [142]. A number of
models [167, 100, 37] for image and video-related tasks including ViT [51] and VCT [106]
have since employed either self- or cross- attention. Since attention mechanisms are very
compute and memory intensive, a number of recent efforts [48, 147, 87, 146] have either
optimized or adapted the details of the attention layer to reduce its footprint.

These attention mechanisms have contributed to significant recent progress in the devel-
opment of generative models, which can create text, audio, images, and videos that are in-
distinguishable from those created by humans [50, 99, 122, 91] often without conditioning in-
puts like low-resolution or similar images. These models use knowledge of the target domain
to generate content under certain conditions. For example, a text generative model can gen-
erate a paragraph conditioning on text prompts [50], and an image generative model can pro-
duce an image of an object using only a partial view [91]. Multi-modal generative models can
even synthesize high-quality images from text prompts [123, 117]. Such techniques have been
incorporated into certain super-resolution models [95, 155, 102] as well to help capture the
long-range dependencies between the low-resolution input and high-resolution target better.

To enhance the use of domain knowledge, many recent visual generative models have
adopted a two-stage design [141, 119, 43, 159, 89]. First, they learn to represent the target
domain using a visual token dictionary or codebook. Each visual token corresponds to
a patch in the image and serves as a high-level abstraction of the visual world. Generation
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is then performed in this token space, similar to text generative models. These models
have shown massive performance improvements over earlier models in image generative
tasks, such as text-to-image synthesis [122] and image editing [91] despite their use of
discrete codes or quantized features. One such model applicable for video conferencing
is Codeformers [169] which uses a codebook specific to faces, and uses attention to find
correspondence between LR input patches and the corresponding HR patch from the
codebook. However, it is a generative approach that may not synthesize images with the
same identity as the HR ground-truth.

Given these capabilities, codebook- and token-based generative models are well-suited
for loss-resilient video conferencing. Reparo [92] is the first to apply such advances to
synthesize video conferencing frames when packet losses occur. By conditioning on the
received data, our method can generate video frames identical to the original frames,
achieving loss-resilient video conferencing.
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Chapter 3

Gemino: A Robust Low-Bitrate Neural Codec

3.1 Motivation

Neural synthesis approaches and specifically, keypoint-based models fall short in a number
of ways that make them impractical in a video conferencing setting. These models operate
similarly to the model described in Fig. 1-3 but do not transmit or use the downsampled
target frame. They extract keypoints from the downsampled target frame, and transmit
those instead. The receiver then reconstructs the target frame using its keypoints and
a reference frame sent ahead of the video call. This choice of using keypoints causes
major reconstruction failures when the reference and target frames are not close. Fig. 3-1
shows the reconstruction produced by the First-Order-Motion Model (FOMM) [132], a
keypoint-based model, on 1024×1024 frames. We focus on the FOMM as a representative
keypoint-based model, but these limitations extend to other such models. The FOMM
only produces blurry outlines of the faces in rows 1 and 3 where the reference and target
differ in orientation and zoom level respectively. In row 2, the FOMM misses the arm
altogether because it was not present in the reference frame and warping alone cannot
convey the arm’s presence. Such failures occur because keypoints are limited in their
representation of differences across frames, and most warping fields cannot be modeled
as small deformations around each keypoint. Poor prediction quality in the event of such
movements in video calls seriously disrupts the user experience.

Secondly, even in regions without much movement between the reference and the target
frames, current approaches do not have good fidelity to high-frequency details. In row
2 of Fig. 3-1, the microphone does not move much between the reference and the target,
but possesses a lot of high-frequency detail in its grille and stand. Yet, the FOMM has
a poor reconstruction of that area. In row 1 of Fig. 3-1, it misses even those details in
the hair that are similar between the reference and the target. This issue becomes more
pronounced at higher resolutions where more high-frequency content is present in each
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Figure 3-1: Failure cases in the FOMM’s [132] reconstruction when the reference
and target differ. FOMM misses the hand (row 2) because the reference frame
does not contain it. In rows 1 and 3, FOMM only produces a blurry outline of
the face (and torso). Gemino improves on these reconstructions by utilizing the
downsampled target frame in its architecture and capturing the difference between
the reference and the target better.

First-Order-Motion Model Gemino Gemino (Opt.)

GPU 256×256 512×512 1024×1024 1024×1024 1024×1024

Titan X 17.35 ms 50.13 ms 187.30 ms 68.08ms 26.81ms
V100 12.48 ms 33.11 ms 117.27 ms 41.23ms 17.42ms
A100 8.19 ms 12.76 ms 32.96 ms 17.66ms 13.89ms

Table 3-1: Inference time of the First-Order-Motion Model [132] at different
resolutions on different GPU systems. Prediction time increases with resolution,
making it hard to reconstruct using the FOMM at 1024×1024 in real-time. The
multi-scale architecture (third column) and further optimizations (fourth column)
allow Gemino to achieve real-time inference at 1024×1024 on NVIDIA V100, A100,
and Titan X systems.

frame, and where the human eye is more sensitive to missing details.
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Lastly, many existing approaches [113, 132, 143] are evaluated on 256×256 images [111].
However, typical video conferences are at least 720p, especially in the full-speaker view.
While the convolutions in these models allow them to scale to larger resolutions with the
same kernels, the inference times often exceed the real-time deadline (33ms per frame for
30 frames-per-second) at high resolutions. We observe this in Tab. 3-1 which shows the
inference time of the FOMM [132] on different GPU systems at different resolutions. This
is unsurprising: running the FOMM unmodified at different resolutions performs the same
number of operations per-pixel on 1024×1024 and 256×256 frames even though each pixel
represents a smaller region of interest in the former case. With 16× more input pixels, the
model’s encoded features are also larger. This suggests that we need to redesign neural
codecs to operate at higher resolutions without significant compute overheads, particularly
as we move towards 4K videos.

3.2 System Design

3.2.1 Overview

Our goal is to design a robust neural compression system that reconstructs both low and
high frequency content in the target frame with high fidelity even under extreme motion
and variance across target frames. Ideally, such a system should also be able to operate
at high resolution without significant compute overheads. Our prototype operates at
1024×1024 resolution.

Our key insight is that we need to go beyond the limited representation of movement
that keypoints or facial landmarks alone provide. Fortunately, modern video codecs are very
efficient in compressing low-resolution (LR) video frames. For instance, VPX compresses
128×128 resolution frames (8× downsampled in each dimension from our target resolution)
using only 15Kbps. Motivated by this observation and the fact that downsampled frames
possess much more semantic information than keypoints, we design a model that performs
super-resolution conditioned on high-frequency textures from a full-resolution reference
frame. More specifically, our model resolves a downsampled frame at the receiver to its
full resolution, aided by features derived from a full-resolution reference frame.

3.2.2 Model Architecture

Fig. 3-2 describes Gemino’s model architecture running at the receiver of a video confer-
encing session. We assume that the receiver has access to a single high-resolution reference
frame, capturing what the speaker looks like in that particular session. It also receives
a stream of low-resolution target frames that are compressed by a traditional video codec.
1 The receiver first takes the decompressed low-resolution (LR) target that it receives from
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Figure 3-2: Gemino’s high-frequency-conditional super-resolution model at the
receiving client. The model first obtains features from the low-resolution target. It
combines the low-resolution reference and target frames to produce a warping field
based on the motion between them. The warping field is applied on encoded features
from a full-res reference frame. The low-resolution and full-resolution features are
jointly decoded by the neural decoder to produce the prediction at the receiver.

the sender over the network and runs it through a single convolutional layer to produce
LR features. 2 Next, the reference frame is downsampled and supplied, along with the
(decompressed) LR target, to a motion estimation module that consists of a UNet [124].
3 Since the two frames typically differ in their axes alignment, the motion estimator uses
the keypoints to output a “warping field” or a transformation to move the reference frame
features into the target frame’s coordinates. 4 Meanwhile, the full-resolution reference
frame is fed through a series of convolutional layers that encode it to extract high-resolution
(HR) features. 5 The model applies the transformation produced by the motion estimator
to the HR features to produce a set of warped (or rotated) HR features in the target
frame’s coordinate system.

Once the warped and encoded features from both the LR and HR pipelines are obtained,
the model combines them before decoding the features to synthesize the target image.
Specifically, 6 the model uses three inputs to produce the final reconstruction: A the
warped HR features, B the HR features prior to warping, and C the LR features. Each of
these inputs on a feature-by-feature basis with three occlusion masks of the same dimension,
produced by the motion estimator. These occlusion masks sum up to 1 and describe how
to weigh different regions of the input features when reconstructing each region of target
frame. For instance, mask A maps to parts of the face or body that have moved in the
reference and need to be regenerated in the target pose, mask B maps to the regions that
don’t move between the reference and target (e.g., background), while mask C maps to
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new regions (e.g., hands) that are only visible in the LR frame. 7 Once multiplied with
their respective masks, the combined input features are fed through convolutional layers in
the decoding blocks that upsample them back into the target resolution. A more detailed
description of the model with figures can be found in App. A.

Why is super-resolution insufficient? A natural question is whether the high-resolution
information from the HR reference frame is essential or if we can simply perform super-
resolution on the LR input frame through a series of upsampling blocks. While the
downsampled LR frame is great at conveying low-frequency details from the target frame,
it possesses little high-frequency information. This often manifests in the predicted frames
as a blur or lack of detail in clothing, hair, or facial features such as teeth or eye details. To
synthesize frames that are faithful to both the low and high-frequency content in the target,
it is important to combine super-resolution from the LR frame with features extracted from
the HR reference frame (§3.4.3). The former ensures that we good low-frequency fidelity,
while the latter handles the high-frequency details. The last column of Fig. 3-1 shows how
much the reconstruction improves with our high-frequency-conditional super-resolution
approach. Specifically, we are able to capture the hand movement in row 2, the head
movement in row 1, and the large motion in row 3. Gemino also produces a sharper
reconstruction of facial features and the high-frequency content in the grille in row 2.

3.2.3 Optimizations To Improve Fidelity

Codec-in-the-loop training. Our design decision to transmit low-resolution frames in-
stead of keypoints is motivated by modern codecs’ ability [34, 109, 7] to efficiently compress
videos at lower resolutions. Downsampled frames can be compressed at a wide range
of bitrates depending on the resolution and quantization level. However, the LR video
resolution determines the required upsampling factor. Note that different upsampling
factors normally require different variants of the deep neural model (e.g., different number
of upsampling stages, different feature sizes, etc.). This means that for each target bitrate,
we first need to choose a LR video resolution, and then train a model to reconstruct
high-res frames from that resolution. We first create a reverse map from bitrate ranges
to resolutions by profiling VPX codecs to identify the bitrate regime that can be achieved
at each resolution. We use this map to select an appropriate resolution and codec for the
LR video stream at each target bitrate. Tab. 3-2 shows the resolution and codec Gemino
uses in each bitrate range. Once a resolution is chosen, we train the model to upsample
decompressed LR frames (from the VPX codec) of that resolution to the desired output
resolution. This results in separate models for each target bitrate regime, each optimized
to learn the nature of frames (and artifacts) produced by the codec at that particular
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Bitrate Regime Resolution Codec

<30Kbps 128×128 VP8
30Kbps – 75Kbps 256×256 VP8
75Kbps – 200Kbps 512×512 VP9

>200Kbps 1024×1024 VP9

Table 3-2: Mapping between desired bitrate regime and chosen resolution in Gemino.

Figure 3-3: Performance of a model trained on a generic corpus of 512×512 videos
compared to a personalized model fine-tuned on the specific person in the video.
The personalized model better captures the eye gaze, dimples, and rim of the glasses.

resolution and bitrate. Since each such model requires 30 hours of training time on a
single A100 GPU, we show that it is prudent to downsample to the highest resolution
compressible at a particular bitrate, and use the model trained with a target bitrate at
the lowest end of the achievable bitrate range for that resolution (§3.4.4).

Personalization. To improve the fidelity of our reconstructions, we explore training
Gemino in two ways: personalized to each individual, and generic. To train the personalized
model, we separate videos of each person into non-overlapping test and train data; the model
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is not exposed to the test videos, but learns a person’s facial features from training videos of
that specific person. The generic model is trained on a corpus of videos consisting of many
different people. Fig. 3-3 visually compares these two approaches. The personalized model
is better at reconstructing specific high-frequency details of the person, e.g., eye gaze (row 1),
dimples (row 2), and the rim of the glasses (row 3), compared to the generic model. We en-
vision the model in neural video conferencing systems to be personalized to each individual
using a few hours of their video calls, and cached at the systems of receivers who frequently
converse with them. An unoptimized (full-precision) checkpoint of the model’s 82M param-
eters is about a GB in size. However, we show that the model can be compressed in §3.4.4.

3.2.4 Reducing Computational Overheads

Multi-scale architecture. As we scale up the desired output resolution, it is crucial
to perform fewer operations per pixel to reduce the compute overheads. We carefully
examine different parts of the model in Fig. 3-2, and design a multi-scale architecture
where we separate those modules that require fine-grained detail from those that only need
coarse-grained information. Specifically, the motion estimation module is responsible for
obtaining high-level motion information from the model. Even as the input resolution is
increased, this coarse information can be inferred from low-resolution frames which retain
low-frequency details. Consequently, in Gemino, we operate the motion estimation module
on low-resolution reference and target frames (64×64). In contrast, the neural encoder and
decoders are responsible for reconstructing high-frequency content and require fine-grained
details from the high-resolution reference frame.

To further reduce computational overheads, we keep the bottleneck tensor at a fixed
64×64 resolution and simply feed in the LR features at the appropriate decoding layer
based on the input resolution. For example, to produce 1024×1024 output from 128×128
input, the LR features are fed in like skip connections [124] after the first block at the
expected 128×128 resolution. So as to not lose HR information through the bottleneck,
we equip the first two blocks with skip connections [124] that directly provide encoded HR
features to the decoder. As seen in the third column of Tab. 3-1, our multi-scale architecture
reduces the reconstruction time of the model by 2.75× on older Titan X and NVIDIA V100
GPUs, while allowing us to easily meet the real-time deadline on an NVIDIA A100 GPU.

Model Optimizations. While the multi-scale architecture achieves real-time inference on
A100 GPU system, it still fails to meet the 30 fps requirement on older systems such as Titan
X. To enable this, we optimize our model further through a suite of techniques aimed at
lowering the compute overheads of large neural networks. Specifically, we focus on reducing
the number of operations or Multiply-Add Cumulations (MACs) involved in the expensive
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decoding layers which are run on every frame. While a reduction in MACs does not always
translate to reduction in latency on the targeted platform [156], it acts as a reasonable proxy
for our case. We first replace the regular convolutional blocks in Gemino with depthwise
separable convolutions (DSC) followed by a pointwise convolution [67, 153], a commonly
used architecture for mobile inference. A standard convolution first filters all its inputs
across all channels, then combine the results in one step resulting in a large number of matrix
operations. In contrast, a depthwise convolution splits these actions into two separate
layers: a depthwise separable layer that runs independent kernels across all channels and
then combines them using a pointwise 1×1 convolution. The result is a (1/𝑛+1/𝑘2) factor
decrease in the computational cost of a convolution with kernel size 𝑘 with 𝑛 output features.

To decrease the model MACs even further without impacting its fidelity, we run
NetAdapt [156], a neural-architecture search algorithm that iteratively prunes the number of
channels layer-by-layer until the compute overheads fall below a target threshold. NetAdapt
can directly optimize for latency on different platforms, but we instead use it to optimize the
MACs to reduce the overheads of running separate architecture searches for each platform.
NetAdapt achieves its MAC reduction in iterations, each of which targets a small decrease
(e.g., 3%) towards its target. In each iteration, NetAdapt takes the current version of the
model and generates a number of proposals for the next version of the model. Each proposal
is generated by pruning a specific layer of the model until it meets the desired reduction
in MACs. For every layer in the model, a target reduction in number of channels is first
decided. After that, those channels whose weights’ Frobenius norms are lowest are removed1

from that layer. All the proposals are evaluated for their resulting accuracy after “short-term
finetuning” on a small subset of the data. The proposal with the least accuracy loss is used as
the starting model for the next iteration, and the pruning process repeats until the model has
been shrunk sufficiently. Finally, the model is “long-term fine-tuned” on the entire dataset to
recover its lost accuracy. Note that NetAdapt does not remove entire layers and only prunes
channels within a layer. This might result in slightly suboptimal overall architectures.

Since Gemino uses personalized models, we adapt NetAdapt’s logic to suit Gemino’s
training paradigm. We first apply NetAdapt on the generic Gemino model with short-term
finetuning on the generic dataset. This is because neural architecture search is expensive
to run, and we observe that the pruned architecture at the end of NetAdapt is the same
for generic and personalized models. We finally long-term finetune the shrunk model in a
personalized manner to better recover its accuracy (§3.4.4). These optimizations allow us

1With skip connections where a layer has outputs that are used in two places, we use the immediate
following layer as opposed to the skip connection as the weights for which we calculate the Frobenius
norm. For depthwise convolution, we look at the following pointwise convolution to decide which channels
to remove, since that layer composes the outputs of the channels, as opposed to just filtering them.
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to run inference on the Titan X GPU in 27ms with barely any loss in visual quality (last
column of Tab. 3-1) when upsampling 128×128 frames at 15Kbps to 1024×1024. Given
that video conferencing applications tolerate latencies of up to 200 ms (5–6 frames) in
their jitter buffers [140], we believe that the additional delay from generating the received
frame will be negligible.

3.2.5 Operational Flow

Training Procedure. To train Gemino, we first obtain weights from a trained FOMM
model on the entire VoxCeleb dataset [111] at 256×256 resolution. We choose the appro-
priate training data for the specific person we want to train a Gemino model for, and train
from scratch the additional downsampling and upsampling layers (that operate at higher
resolutions) in the HR pipeline as well as all layers in the LR pipeline, while fine-tuning
the rest of the model for 30 epochs. We repeat this procedure for different LR frame
resolutions and target bitrate regimes mention in Tab. 3-2, and different people. In parallel,
using the same procedure, we also train a generic version of the model on a larger corpus
of people. Both models are replaced with depthwise-separable convolutions and optimized
using NetAdapt [156] to produce the final model.

Inference Routine. Once versions of the model have been trained and optimized for
different LR resolutions and target bitrates, we simply use the appropriate model for the
current target bitrate regime and the person on the video call. The sender and the receiver
pre-negotiate the reference frame at the beginning of the video call. This model performs
inference on a frame-by-frame basis in real-time to synthesize the video stream at the
receiver. We detail our prototype implementation and WebRTC pipeline further in §3.3.

3.3 Implementation

Basic WebRTC Pipeline. Our neural video conferencing solution uses WebRTC [152],
an open-source framework that enables video and audio conferencing atop the real-time
transport protocol (RTP) [128]. Since we perform neural frame synthesis, we use a Python
implementation of WebRTC called aiortc [3] that allows easy interfacing with PyTorch.
Aiortc handles the initial signaling and the peer-to-peer connection setup. A typical video
call has two streams (video and audio) that are multiplexed onto a single connection. The
sender extracts raw frames from the display, and compresses the video and audio compo-
nents separately using standard codecs like VPX [34, 109], H.264/5 [129, 136], Opus [15],
etc.. The receiver decompresses the received data in both streams before synchronizing
them and displaying each frame to the client.

New Streams. We extend the standard WebRTC stack to use two distinct streams for
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Figure 3-4: Neural video compression pipeline atop WebRTC [152]. We use two
RTP streams: A sparse reference stream that sporadically sends high-resolution
reference frames, and a per-frame (PF) stream that is used on every frame. The
PF stream sends downsampled frames of the highest resolution that the current
bandwidth can support, and thus has separate VP8 compression modules for each
resolution. The receiver decompresses the downsampled frames, and supplies them,
along with the latest reference frame, to the neural network that reconstructs the
target video. If bandwidth is high enough, the PF stream is used for full-resolution
VP8 frames without synthesis.

video: a per-frame stream (PF stream) that transmits downsampled video (e.g. 64×64
frames) on every frame, and a reference stream that transmits occasional but high-resolution
reference frames that improve the synthesis fidelity. We anticipate using the reference
stream extremely sparsely. For instance, in our implementation, we use the first frame
of the video as the only reference frame. However, more reference frames may help recover
high-frequency fidelity as it worsens when the reference and target frames drift apart. Most
low-frequency changes between the reference and the target can be communicated simply
through the downsampled target in the PF stream2. The receiver uses the per-frame
information in the PF stream, with the reference information, to synthesize each high-
resolution frame. Fig. 3-4 illustrates the expanded WebRTC architecture to accommodate

2We observe that sending reference frames with any fixed frequency adds significant bandwidth
overheads. So, we only use a single reference frame in our evaluations. We leave an investigation of
mechanisms to detect the need for a new reference frame (speaker moves significantly, high-frequency
content or background changes) to future work.
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the Gemino design.

The PF stream is implemented as a new RTP-enabled stream on the same peer
connection between the sender and the receiver. We downsample each input frame to the
desired resolution at the sender and compress it using the appropriate VPX codec. The
frame is decompressed at the receiver. The bitrate achieved is controlled by supplying a
target bitrate to VPX. Our PF stream can support full-resolution video that is typical in
most video conferencing applications, while also supporting a range of lower resolutions for
the model to upsample from. To enable this flexibility, we design the PF stream to have
multiple VPX encoder-decoder pairs, one for each resolution that it operates at. When
the sender transmits a frame, it chooses an appropriate resolution and codec based on
the target bitrate, and compresses the video at that resolution and target bitrate. The
resolution information is embedded in the payload of the RTP packet carrying the frame
data. When the receiver receives each RTP packet, it infers the resolution and sends it
to the VPX decoder for that resolution. Once decompressed, the low-resolution frame is
upsampled by Gemino to the appropriate full-resolution frame. If the PF stream consists of
1024×1024 frames, Gemino falls back onto the regular codec and stops using the reference
stream. The reference stream is repurposed from the existing video stream.

Model Wrapper. To enable neural frame synthesis, we define a wrapper that allows the
aiortc pipeline to interface with the model. We reuse most of the pipeline from frame read
at the sender to display at the receiver, except for introducing a downsampling module
right after frame read, and a prediction function right before frame display. The wrapper
is structured to perform format conversions and data movement from the AudioVisual [16]
frames on the CPU that aiortc needs, to the PyTorch [116] tensors on the GPU required
by the model. We initialize models separately for the sending and receiving clients. The
wrapper also allows us to save (and periodically update) state at the sender and receiver
which is useful for reducing the overheads from modules where we can reuse old computation
(e.g., run the encoder for high-resolution reference features only when the reference changes).

Further Optimizations. We optimize a number of other aspects of the aiortc pipeline.
For instance, we move data between the CPU and GPU multiple times in each step of
the pipeline. Batching these operations is difficult when maintaining low latency on each
frame. However, to minimize PCIe overheads from repetitive data movement, we use uint8
variables instead of float. We also keep reference frames and their encoded features stored as
model state on the GPU. We pipeline as many operations as possible by running keypoint
extraction, model reconstruction, and conversions between data formats in separate threads.
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3.4 Evaluation

We evaluate Gemino in a simulation environment and atop a WebRTC-based implemen-
tation. We describe our setup in §3.4.1 and use it to compare existing baselines in §3.4.2.
§3.4.3 motivates our model design, §3.4.4 discusses computational overheads and the impact
of having the codec in our training process, and §3.4.5 shows that Gemino closely matches
a time-varying target bitrate.

3.4.1 Setup

Dataset. Since most widely used datasets are of low-resolution videos [111, 47, 149] and
lack diversity in the extent of the torso or face-zoom level, we collected our own dataset
comprising of videos of five YouTubers with publicly available HD (1920×1080) videos.
For each YouTuber, we curate a set of 20 distinct videos or URLs that differ in clothing,
hairstyle, accessories, or background. The 20 videos of each YouTuber are separated into
15 training videos and 5 test videos. For each video, we manually record and trim the
segments that consist of talking individuals; we ignore parts that pan to news segments or
different clips. The segments are further split into 10s chunks to generate easily loadable
videos for training, while the segments of the test video are combined to form a longer
video. We also spatially crop each frame into our desired dimensions (typically 1024×
1024). based on the average location of the person across all frames of the video. Note
that the number of pixels in a 1024×1024 frame is comparable to a 720p frame. We strip
the audio since our focus is on video synthesis. Tab. A-1 in App. A.3 describes the details
of the dataset. We use the 512×512 dataset from NVIDIA [149] to train a generic model
to illustrate the benefits of personalization. Our evaluation focuses on reconstructing a
single front-facing person in a video call; Gemino can be extended to multiple speakers if
there are application-level techniques to separate speakers into individual streams [10, 9].
Model Details. The main model we evaluate is our high-frequency conditional super-
resolution model that consists of an upsampling module that takes in features from a
low-resolution (LR) frame, and upsamples it to 1024×1024. To provide the high-frequency
details, it uses two pathways consisting of warped and unwarped features from the high-
resolution (HR) reference image (Fig. 3-2). We use the first frame of the video as the sole
reference image for the entire test duration. The warping field is produced by a motion
estimation network that uses the first-order approximation near 10 keypoints [132]. Our
multi-scale architecture runs motion estimation always at 64×64 irrespective of the input
video resolution. The neural encoder (for the HR features) and decoder (for both LR and
HR features) consist of four down and upsample blocks. The discriminator operates at
multiple scales and uses spectral normalization [108] for stability. Layers of our model that
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are identical in dimensions to those from the FOMM are initialized from a public FOMM
checkpoint trained on the VoxCeleb dataset [111], and fine-tuned on a per-person basis.
The remaining layers are randomly initialized and trained on a per-person basis over 30
epochs. We fine-tune the FOMM baseline also in the same personalized manner. We use
Adam optimizer [86] to update the model weights with a learning rate of 0.0002, and first
and second momentum decay rates of 0.5 and 0.999. We use equally weighted multi-scale
VGG perceptual loss [75], a feature-matching loss [148], and a pixel-wise loss. We also use
an adversarial loss [59] with one-tenth the weight of remaining losses. The keypoints use
an equivariance loss similar to the FOMM [132]. We train our models to reconstruct from
decompressed VPX frames corresponding to the low-resolution target frame so that the
model learns to correct any artifacts produced by VPX.

Evaluation Infrastructure. We evaluate our neural compression system in a simulation
environment where frames are read from a video, downsampled (if needed) for the low-
resolution PF stream, compressed using VPX’s chromium codec [24], and passed to the
model (or other baselines) to synthesize the target frame. Note that the FOMM [132]
uses keypoints and four “Jacobian” values around each keypoint for producing its warping,
and transmits them over the network. We design a new codec for the keypoint data
that achieves nearly lossless compression and a bitrate of about 30Kbps. For VPX, we
compress and decompress the full-resolution frame at different target bitrates, and measure
the difference in visual quality between the output and the original frame.

To obtain end-to-end latency measurements and to demonstrate Gemino’s adaptability
to different target bitrates, (§3.4.5), we use our aiortc [3] implementation. A sending
process reads video from a file frame-by-frame and transmits it to a receiving process that
records each received frame. The two processes, running on the same server, use the ICE
signaling [25] mechanism to establish a peer-to-peer connection over a UNIX socket, which
then supports video frame transmission using the Real-Transport Protocol (RTP). We
timestamp each frame as it is sent and received, and save the sent and received frames in
their uncompressed forms to compute latency and visual metrics. We also log RTP packet
sizes to compute the bitrate.

Metrics. To quantify the esthetics of the generated video, we use standard visual metrics
such as PSNR (peak signal-to-noise ratio), SSIM (structural similarity index) in deci-
bels [151], and LPIPS (learned perceptual image patch similarity) [163]. For PSNR and
SSIM, higher is better; while for LPIPS, lower is better. We observe that differences in
LPIPS are more reflective of how natural the synthesized frame feels and use that as
our main comparison metric ( §B.2); we also show visual strips where appropriate. We
report the bitrate consumed to achieve a particular visual quality by measuring the total
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data transferred (size of compressed frames or RTP packet sizes) over the duration of the
video, and dividing it by the duration itself. To measure the end-to-end latency, we record
the time at which the frame is read from the disk at the sender as well as the time at
which prediction completes at the receiver. We report the difference between these two
timestamps as our per-frame latency metric. We also report the inference time per frame
when running the trained model in simulation; this does not capture the overheads of data
conversion or movement in an end-to-end pipeline. This inference time needs to be <33ms
to maintain a 30fps video call. We run all our experiments for the entire duration of each
test video in our dataset (Tab. A-1), and report the average over all frames for each metric.

Baselines. We obtain the bitrate for VP8, the default codec in its Chromium settings [24]
that comes with the aiortc codebase. We also implement and evaluate VP9 in the same
setup. To evaluate the benefits of using a neural approach to video conferencing, particularly
at lower bitrates, we compare a few different models: (1) FOMM [132], a keypoint-based
model for face animation, (2) our approach, Gemino, (3) state-of-the-art super-resolution
model based on SwinIR [94], and (4) bicubic upsampling [81] applied to the low-resolution
VPX target frame. All of the compared models generate 1024× 1024 frames except for
the generic model that uses NVIDIA’s 512×512 corpus [149].

3.4.2 Overall Bitrate vs. Quality Tradeoff

To quantify the improvements of our neural compression system, we first compare Gemino
with VP8 and VP9 in their chromium configuration [24]. Fig. 3-5 shows the rate-distortion
curve for all schemes. For VPX, we alter the target bitrate alone for full-resolution
(1024×1024) frames in the PF stream. For Gemino, bicubic, and SwinIR, we vary the
resolution and target bitrate of the low-resolution (LR) frame in the per-frame (PF) stream.
For each point on the rate-distortion curve for Gemino, we train a personalized model
to reconstruct full-resolution frames from LR frames encoded at the highest resolution
supported by that target bitrate. We motivate using the codec in training and choosing
the resolution in §3.4.4. The PF stream is compressed with VPX’s Chromium settings
at the target bitrate for its resolution. We configure Gemino to choose the base codec
(VP8 or VP9) that has the better visual quality for a given target bitrate. We plot the
resulting bitrate and visual metrics averaged across all 25 test videos’ (5 speakers; 5 videos
each) frames. Fig. 3-5(a) shows that VP8 operates in a different bitrate regime than
all other schemes. VP9 improves the dynamic range to about 130Kbps, but still can’t
compress below that. Both VPX codecs operate on full-resolution frames, which cannot
be compressed as efficiently as LR frames by the codec in its real-time mode. We observe
that VP8 and VP9 consume 523Kbps and 230Kbps respectively to achieve an LPIPS
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(b) Rate-distortion curve in low-bitrate regimes.

Figure 3-5: Rate-distortion curve for Gemino compared with existing baselines.
VP8 and VP9 require ∼5× and ∼3× the bitrate consumed by Gemino to achieve
comparable LPIPS. At lower bitrates, Gemino outperforms other approaches that
upsample low-resolution video frames. Gemino’s benefits become prominent as the
bitrate regime is lowered.

of 0.21. In contrast, our approach is able to achieve the same visual quality with only
105Kbps, providing nearly 5× and 2.2× in improvement over VP8 and VP9 respectively.

However, since our goal is to enable video conferencing in bitrate regimes where current
codecs fail, we focus on bitrates < 200Kbps in Fig. 3-5(b). Gemino uses VP8 at 15Kbps
and 45Kbps but VP9 at higher bitrates; VP8 and VP9 do not differ much at lower bitrates,
but VP9 allows even 512×512 to be compressed to 75Kbps. Fig. 3-5(b) suggests that
while LPIPS always shows considerable variation across schemes, small differences (1–2
dB) in PSNR and SSIM start manifesting only at lower bitrates. Specifically, Gemino
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Figure 3-6: Visual comparison across low-bitrate baselines. All but FOMM upsample
a 256×256 frame at 45 Kbps. Gemino’s reconstructions contain a smoother output
than the blocky artifacts observed with Bicubic and SwinIR. The FOMM completely
fails when the reference and the target differ considerably in rows 1 and 2.

achieves over 1dB better SSIM and PSNR, and 0.08 lesser LPIPS than Bicubic around
50Kbps. To map these metrics to improvements in visual quality, we show some snippets
in Fig. 3-6 and enlarged frames (with per-frame metrics) in §B.2. Fig. 3-6 shows that
compared to Gemino, reconstructions from bicubic have more block-based artifacts in the
face, and the FOMM misses parts of the frame (row 4) or distorts the face. SwinIR, a
super-resolution model, performs worse than bicubic. We suspect this is because SwinIR
is not specifically trained on faces, and is also oblivious to artifacts from the codec that
it encounters in our video conferencing pipeline. To account for this, we evaluate a simple
upsampling model personalized on faces in §3.4.3.

We also show CDFs of the visual quality in LPIPS across all frames in our corpus
in Fig. 3-7 at 15Kbps, 45Kbps, 75Kbps and 105Kbps. The same CDFs for PSNR and
SSIM can be found in §B.1. At each target bitrate, we use the largest resolution supported
by the underlying video codec. The CDFs show that Gemino’s reconstructions are robust
to variations across frames and orientation changes over the course of a video. Gemino
outperforms all other baselines across all frames and metrics. Specifically, its synthesized
frames at 45Kbps are better than FOMM by 0.05–0.1. It also outperforms Bicubic and
SwinIR by 0.05 and 0.1 in LPIPS at the median and tail respectively. As we move from
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Figure 3-7: CDF of reconstruction quality across all video frames as that shows
that, as we move from higher bitrates to lower, the improvement from Gemino
relative to Bicubic, particularly over VP9, becomes more pronounced.

Model Architecture PSNR (dB) SSIM (dB) LPIPS

Upsampling 24.72 7.02 0.30
Gemino 24.90 7.42 0.26

Table 3-3: Average visual quality of synthesized frames from Gemino and “Pure
Upsampling” when reconstructing from decompressed 128×128 frames.

higher bitrates to lower, we observe that the improvement from Gemino relative to Bicubic,
particularly over VP9, becomes more pronounced. While the gap in LPIPS at the median
between Bicubic (VP9) and Gemino is less than 0.05 at 105Kbps, it increases to nearly 0.2
at 15Kbps. Gemino increases the end-to-end frame latency to ∼87ms, from VPX’s 47ms.
However, our carefully pipelined operations are optimized to enable a throughput of 30 fps.3

3.4.3 Model Design

Architectural Elements. To understand the impact of our model design, we compare
Gemino to a Pure Upsampling approach from the LR target features with no pathways
from an HR reference frame (only C in Fig. 3-2) at decompressing VP8 128×128 frames at
15Kbps to its full 1024×1024 resolution. Tab. 3-3 reports the average visual quality while
Fig. 3-8 shows a CDF of performance across all frames and videos. Gemino outperforms
Pure Upsampling on average by 0.4dB on SSIM and 0.04 on LPIPS. This is also visible in
rows 2 and 3 of Fig. 3-9 where the Pure Upsampling approach misses the high-frequency
details of the microphone grille and lends blocky artifacts to the face respectively. This
manifests as a 0.05 difference in the LPIPS of the median frame reconstruction and a nearly
0.1 difference between Gemino and Pure Upsampling at the tail in Fig. 3-8. Since one

3We ignore the delay due to the expensive conversion between NumPy arrays and Python’s Audio
Visual Frames in calculating latency because the the current PyAV library [16] is not optimized for
conversion at higher resolutions.

61



Figure 3-8: CDF of reconstruction quality of different model architectures across
frames and videos in our test corpus. Gemino outperforms Pure Upsampling by
nearly 0.05 in LPIPS at the median of both frames and videos. It also outperforms
the approach that relies on only warped HR, and the RGB-based warping across
most frames in the corpus.

Figure 3-9: Visual comparison across different model architectures. Compared to
Gemino, Pure upsampling misses the high-frequency details of the microphone (row
2) and lends block-based artifacts on the face (row 3).

of our goals is to have a robust neural compression system that has good reconstruction
quality across a wide variety of frames, this difference at the tail across approaches is
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Model Training Regime PSNR (dB) SSIM (dB) LPIPS

Gemino Personalized 30.59 11.11 0.13
Generic 29.48 10.55 0.13

Upsampling Personalized 30.32 11.10 0.13
Generic 28.89 9.59 0.17

Table 3-4: Impact of personalization on different models.

particularly salient. On the other hand, Gemino synthesizes the microphone better, and
has fewer blocky artifacts on the face.
Personalization. To quantify the impact of personalization, we compare two versions
of Gemino and Pure Upsampling: a generic model trained on a large corpus of 512×512
videos [149] of different people and a personalized model fine-tuned on videos of only a
specific person. We compare the visual metrics averaged across all videos of all people
when synthesized from a single generic model against the case when each person’s videos
are synthesized from their specific model. All models upsample 64×64 LR frames (without
codec compression) to 512×512. Fig. 3-3 visually shows that the personalized Gemino
model reconstructs the details of the face (row 1), dimples (row 2) and rim of the glasses
(row 3) better but Tab. 3-4 shows that these personalization benefits are limited for Gemino
(PSNR and SSIM improvements of 1.1dB and 0.56dB). However, personalization provides
more pronounced benefits of nearly 1.5dB in SSIM and PSNR, and 0.04 in LPIPS for the
Pure Upsampling architecture. This suggests that the benefits from personalization are
most notable when the underlying model architecture itself is limited in its representational
power: the personalized Pure Upsampling architecture is able to encode high-frequency
information in its weights when trained in a personalized manner, while it has no pathways
to obtain that information in a generic model. It also illustrates that Gemino is more
robust; it operates better than Pure Upsampling in the harder settings of a generic model
and extreme upsampling from a 128×128 frame compressed to 15Kbps (Fig. 3-8).

3.4.4 Operational Considerations

Computational Overheads. Tab. 3-5 explores the accuracy vs. compute tradeoffs of
different models at 512×512 resolution with and without personalization as measured on
different GPU systems with the various optimizations described in §3.2.4. We focus on
optimizing the decoding layers (bottleneck and up-sampling) of the generator ( Fig. A-3)
since they are the most compute intensive layers, and are also run on every received frame.
The accuracy is reported in the form of the average LPIPS [163] across all frames of our
corpus. We observe that DSC reduces the decoder to 11% of its original MACs. While this
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Convolution Type Regular Depthwise

NetAdapt Target None 10% 1.5% None 10% 1.5%

# of Decoder MACs 195B 14.7B 2.4B 22.7B 1.7B 0.3B
# of Decoder Parameters 30M 1.3M 151K 3.4M 186K 26K
A100 Inference 13ms 9ms 8ms 11ms 8ms 7ms
V100 Inference 14ms 11ms 8ms 14ms 8ms 6ms
Titan X Inference 46ms 17ms 12ms 53ms 26ms 13ms
Jetson TX2 Inference 800ms 274ms 165ms 436ms 183ms 87ms
LPIPS (Generic) 0.13 0.15 0.17 0.14 0.16 0.19
LPIPS (Personalized) 0.13 0.13 0.15 0.14 0.14 0.17

Table 3-5: Accuracy and compute overheads of different versions of our model
operating on 512×512 resolution.

PF Stream Resolution PSNR (dB) SSIM (dB) LPIPS

64×64 23.80 6.77 0.27
128×128 25.72 7.86 0.27
256×256 27.12 9.01 0.24

Table 3-6: Reconstruction quality from different resolution PF stream frames at the
same bitrate of 45 Kbps. Gemino reconstructs better from higher resolution frames.

gives limited improvements on large GPU systems, it improves the inference time on Jetson
TX2, an embedded AI device, by 1.84× with a slight decrease in visual quality. Running Ne-
tAdapt further reduces the inference time to 87ms at 1.5% of the model MACs on the TX2.
The NVIDIA compiler on the Titan X and Jetson TX2 GPU systems is not optimized for
DSC [153]; this can be improved with a TVM compiler stack [44] and optimized engines such
as TensorRT [14]. However, running NetAdapt produces a real-time model for Titan X even
at 10% of the original model MACs. As expected though, there is a loss of accuracy as the
models become smaller. This loss is negligible in moving from the full model MACs to 10%,
when personalizing (no change in LPIPS), but is more significant at 1.5% (0.02–0.03 increase
in LPIPS). The generic model takes a bigger hit to its accuracy as it is pruned; its LPIPS
increases by 0.02 with 10% pruning, and by 0.04 when pruned to 1.5% of the original model.
The trend with personalization is expected since smaller models do not generalize well with
their limited capacity, however even such fine-tuning does not help if the optimizations
are extreme. This illustrates that there is a sweet spot (such as decreasing MACs to 10%)
wherein the gains from decreased compute outweigh the loss (or lack thereof) in accuracy.

Choosing PF Stream Resolution. Gemino is designed flexibly to work with LR frames
of any size (64×64, 128×128, 256×256, 512×512) to resolve them to 1024×1024 frames,
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and to fall back to VPX at full resolution if it can be supported. VP8 and VP9 achieve
different bitrate ranges at every resolution by varying how the video is quantized. For
instance, on our corpus, we observe that 256×256 frames can be compressed with VP8 in
the 45Kbps–180Kbps range, but VP9 can compress even 512×512 frames from 75Kbps

onwards. These bitrate ranges often overlap partially across resolutions. This begs the
question: given a target bitrate, what resolution and codec should the model use to achieve
the best quality? To answer this, we compare the synthesis quality with Gemino atop VP8
from three PF resolutions, all at 45Kbps in Tab. 3-6. Upsampling 256×256 frames, even
though they have been compressed more to achieve the same bitrate, gives a nearly 4dB

improvement in PSNR, more than 2dB improvement in SSIM, and a 0.03 improvement
in LPIPS, over upsampling lower resolution frames. This is because the extent of super-
resolution that the model performs decreases dramatically at higher starting resolutions.
This suggests that for any given bitrate budget, we should start with the highest resolution
frames that the PF stream supports at that bitrate, even at the cost of more quantization
or compression to achieve that bitrate. This also means that if VP9 can compress higher
resolution frames than VP8 at the same target bitrate, we should pick VP9. Tab. 3-2 shows
the resolution and codec we choose for different target bitrate ranges in our implementation.

Encoding Video During Training. A key insight in the design of Gemino is that we
need to design the neural compression pipeline to co-exist with traditional codecs as well
as leverage the latest developments in codec design. One way to do so is to allow the
model to see decompressed frames at the chosen bitrate and PF resolution during the
training process so that it learns the artifacts produced by the codec. This allows us to
get extremely low bitrates for LR frames (which often causes color shifts or other artifacts)
while maintaining good visual quality. To evaluate the benefit of this approach, we compare
five training regimes for Gemino when upsampling 128×128 video to 1024×1024: (1) no
codec, (2) VP8 frames at 15Kbps, (3) VP8 frames at 45Kbps, (4) VP8 frames at 75Kbps,
(5) VP8 frames at a bitrate uniformly sampled from 15Kbps to 75Kbps. We evaluate all
five models at upsampling decompressed frames at 15Kbps, 45Kbps, and 75Kbps.

Tab. 3-7 shows the LPIPS achieved by all the models in each reconstruction regime. All
models trained on decompressed frames perform better than the model trained without the
codec. Further, the model trained at the lowest bitrate (15Kbps) performs the best even
when provided decompressed frames at a higher bitrate at test time because it has learned
the most challenging upsampling task from the worst LR frames, and performs well even
with easier instances or higher bitrate frames. This suggests that we only need to train one
personalized model per PF resolution at the lowest bitrate supported by a resolution, and
then we can reuse it across the entire bitrate range that the PF resolution can support.
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Training Regime PF @ 15 Kbps PF @45 Kbps PF @75 Kbps

No Codec 0.32 0.30 0.28
VP8 @ 15 Kbps 0.26 0.25 0.23
VP8 @ 45 Kbps 0.28 0.27 0.25
VP8 @ 75 Kbps 0.30 0.28 0.26
VP8 @ [15, 75] Kbps 0.28 0.26 0.25

Table 3-7: LPIPS for different regimes wherein we include the VP8 codec in the
training pipeline. The model trained with the lowest bitrate videos at a given reso-
lution performs best regardless of what the bitrate of the video is at inference time.

Figure 3-10: Gemino’s ability to adapt to a time-varying target bitrate. As the
target bitrate reduces, Gemino gradually lowers its PF stream resolution trading
off more upsampling and less quality (increased LPIPS) for a reduction in achieved
bitrate. VP8, in contrast, lowers the bitrate initially, but once at its minimum
quality, it stops responding to the target bitrate.

3.4.5 Adaptation to Network Conditions

To understand the adaptability of Gemino, we explore how it responds to changes in the
target bitrate over the course of a video. We remove any conflating effects from bandwidth
prediction by directly supplying the target bitrate as a decreasing function of time to both
Gemino and the VP8 codec. Gemino uses only VP8 through all bitrates for a fair comparison.
Fig. 3-10 shows (in black) the target bitrate, along with the achieved bitrates of both schemes,
and the associated perceptual quality [163] for a single video over the course of 220s of video-
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time4. We observe that initially (first 120s), at high target bitrates, Gemino and VP8 per-
form very similarly because they are both transmitting just VP8 compressed frames at full
(1024×1024) resolution. Once VP8 has hit its minimum achievable bitrate of ∼550 Kbps (af-
ter 120s), there is nothing more it can do, and it stops responding to the input target bitrate.
However, Gemino continues to lower its PF stream resolution and/or bitrate in small steps
all the way to the lowest target bitrate of 20Kbps. Since Gemino is only using VP8 here,
it switches to 512×512 at 550Kbps, 256×256 at 180Kbps, and 128×128 at 30Kbps. This
design choice might cause abrupt shifts in quality around the transition points between reso-
lutions. However, Gemino prioritizes responsiveness to the target bitrate over the hysteresis
that classical encoders experience which, in turn, leads to packet losses due to overshooting
and glitches. As the resolution of the PF stream decreases, as expected, the perceptual
quality of Gemino worsens but is still better than VP8’s visual quality. This shows that
Gemino can adapt well to bandwidth variations, though we leave the design of a transport
and adaptation layer that provides fast and accurate feedback to Gemino for future work.

3.5 Summary

This chapter proposes Gemino, a neural video compression scheme for video conferencing
using a new high-frequency-conditional super-resolution model. Our model combines the
benefits of low-frequency reconstruction from a low-resolution target, and high-frequency
reconstruction from a high-resolution reference. Our novel multi-scale architecture and
personalized training synthesize good quality videos at high resolution across many sce-
narios. The adaptability of the compression scheme to different points on a rate-distortion
curve opens up new avenues to co-design the application and transport layers for better
quality video calls. However, while neural compression shows promise in enabling very
low bitrate video calls, it also raises important ethical considerations about the bias that
training data can introduce on the usefulness of such a technique to different segments
of the human population. We believe that our personalized approach alleviates some of
these concerns, but does not eliminate them entirely.

4The time series are aligned to ensure that VP8 and Gemino receive the same video frames to remove
confounding effects of differing latencies.
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Chapter 4

An Attention-Based Design for Gemino

4.1 Motivation

Chapter 3 illustrates that many of the techniques developed for novel-view synthesis using
keypoints have catastrophic failures if the reference frame and the target frame differ
significantly in their poses. While super-resolution techniques with a series of downsampling
and upsampling layers show better low-frequency fidelity and place objects in the right
place, they fail to capture high-frequency details such as hair strands and facial texture.
Gemino [134] combines both reference-based synthesis techniques and super-resolution in
its high-frequency conditional super-resolution design. Specifically, Gemino upsamples a
LR target but uses information from a high-resolution reference frame to condition the up-
sampling. This way, Gemino transfers high-frequency information from the reference frame
to the target frame in regions that are similar, but falls back on super-resolution as a lower
bound for reconstruction error for regions that are new or very different in the target frame.

While Gemino’s design achieves audio-like bitrates with good reconstruction fidelity,
it uses only one reference frame. This is because the model estimates motion between the
reference and the target using optical flow methods and uses the resulting warping field to
translate the reference features into the coordinate system of the target prior to decoding.
The output from running optical flow maps each region or block of the target frame to its
closest match in the reference frame (Fig. 4-1(a)). Though this is an efficient technique for
motion estimation, it does not inherently let the model leverage information from multiple
reference frames.

Consider the case of a target that has both eyes open and the mouth wide, but needs
to choose one of two options for references: one with open eyes and another with an open
mouth. An optical flow approach would only be able to leverage one of the two frames,
missing out on relevant high-frequency information in either the mouth or eye region. One
option would be to add a linear layer after computing individual warping fields based on
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(a) Optical flow maps a single target block to a reference block.
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Queries Keys

(b) Attention computes each target block (query) as a weighted average
of all reference blocks (keys).

Figure 4-1: Comparison between optical flow and attention.

each of the two references. Such a linear layer would be responsible for computing weights
for which image regions need to focus on which of the two references. Such a weighing
layer is outside of the default optical flow formulation. However, this is precisely what the
expressiveness of an attention layer lets us do.

Attention [142] is a mechanism to capture correspondence between regions of the target
frame and all regions of one or more reference frames. In contrast to optical flow which
maps a region of the target to a single region in a reference frame, attention allows you
to compute a particular region of the target as a weighted combination of all reference
regions (Fig. 4-1(b)). This automatically scales to multiple references since it simply
returns weights across all regions of all references. In the above example of the target with
open eyes and a wide mouth, attention allows target regions around the eyes to weigh the
reference with open eyes more while target regions around the mouth rely more on the
other reference with the wide mouth. The precise correspondence is calculated using a
region-by-region dot product between the target and the references.

A notable benefit of the dot product operation is that it involves no learning. As a
result, an attention-based model trained on a single reference frame can be easily extended
to any number of references at inference time. The model simply calculates correspondence
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Figure 4-2: Gemino (Attention)’s architecture. The LR target is encoded into query
features, while a set of LR and HR reference frame pairs are encoded into their
respective key and value feature pairs. The key and value features can be aggregated
to smaller dimensions using an aggregator (e.g., concatenation, clustering, PCA).
Scaled dot-product attention (denoted by the ‘.’) is computed between query
features and each of the key-value pairs to obtain attended HR value features that
are then decoded to produce the final reconstruction.

or attention with as many references as provided before running the attended output
through the rest of the decoding pipeline. Due to its versatility, we employ attention as
an alternative to optical flow for motion estimation in Gemino (Attention), an alternate
design to Gemino for high-frequency conditional super-resolution.

4.2 Method

The input to Gemino (Attention) is a set of references in both their LR and HR versions, and
a LR target whose HR version we want to reconstruct. Note that the LR and HR images
have the same dimensionality because the LR image is re-sized to the same resolution as the
HR image using bicubic interpolation. This results in a blurry LR image whose dimensions
match that of the crisper HR image. Fig. 4-2 depicts the architecture of our system.

A shared key-query encoder encodes the LR references and the LR target into key
and query features respectively at multiple resolutions. A separate value encoder encodes
the HR references into a set of value features also at multiple resolutions. An aggregator
module (e.g., concatenation) aggregates key-value feature pairs from multiple references
into a smaller compact set of key-value pairs. An attention layer computes attention
between key and query feature pairs at the coarsest resolution and obtains a set of (coarse)
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Figure 4-3: Gemino (Attention)’s key-query encoder architecture consisting of two
convolutional blocks followed by a downsampling block (convolutions with stride
2) at each resolution. Each block uses ReLU activation. The encoding layers
convert the 384×384×3 RGB image into coarse key, query or value features of size
48×48×512. The decoder architecture mirrors the encoder, but uses 2D upsampling
layers instead of the downsampling layers.

attended value features by mapping the keys to their corresponding values. This process
is repeated at higher resolutions (or finer levels) to provide skip connections that are
leveraged during decoding to preserve high-frequency content. The attended value features
at the coarsest level are then decoded, along with attended skip connections at higher
resolutions, to produce the final reconstructed image.

We describe in detail the key-query encoder, the value encoder and decoder in §4.2.1.
A strawman version of attention that uses a single reference image is described in §4.2.2.
We extend this strawman to multiple references in §4.2.3, and finally describe how we
leverage skip connections and attention at multiple resolutions to preserve high-frequency
content in §4.2.4.

4.2.1 Feature Encoding and Decoding

To capture information from the LR and HR images at multiple resolutions in a richer
space than their per-pixel RGB representations, we first encode them into the feature
space. We then perform attention before decoding the same features.

Key-Query Encoder. The LR references and the LR version of the target frame are
encoded using a shared key-query encoder. Since our attention mechanism computes corre-
spondences between the keys and the queries, it is best that their features are semantically
aligned, and so, we use a shared encoder to improve that likelihood. The key-query encoder
consists of three convolutional layers each with stride 1. Each of these layers is paired
with a downsampling layer that runs convolutions of stride 2. Thus, each downsampling
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layer reduces each spatial dimension by a factor 2, decreasing the total spatial blocks
by 4x. The convolutions use a 3×3 kernel and ‘same’ padding to capture information
across regions of the input images. Each convolutional layer also uses a ReLU activation.
Fig. 4-3 diagrammatically describes this encoder design. Since we use 384×384 images in
our evaluation, the encoder produces features with spatial dimensions of 192×192, 96×96
and 48×48 at each intermediate layer with 128, 256 and 512 features respectively. The
coarsest features of dimensions 48×48×512 form the key and query features that are used
in the attention layer described in §4.2.2. We extend this structure to multiple resolutions
using the features at the intermediary layers in §4.2.4.

Value Encoder. The architecture of the value encoder is the same as the key-query
encoder. In other words, the value encoder also uses three convolutional layers with stride
1, each of which is paired with a downsampling layer that reduces each spatial dimensions
by 2×. The final output after all three convolutional layers are the coarsest value features
of dimensions 48×48×512 which are used in the attention layer prior to decoding. However,
unlike the key-query encoder, the value encoder operates on high-resolution references and
thus, encodes high-frequency content associated with the reference images.

Decoder. The decoder’s design nearly mirrors that of the value encoder since it is designed
to produce an RGB image from the attended (value) features. Specifically, the decoder
consists of three convolutional layers each with stride 1. Each of these layers is paired
with a two-dimensional upsampling layer that performs a bilinear interpolation to increase
the spatial dimensions of the feature by 2× along each axis. The convolutions use a 3×3
kernel and ‘same’ padding to combine information across regions of the input images. Each
convolutional layer also uses a ReLU activation. The architecture is a mirror of the encoder
shown in Fig. 4-3 with Upsampling layers replacing the down blocks. The decoder further
uses skip-connections produced by attending appropriately to the encoded value features
at the resolutions in intermediary layers of the encoder. We motivate the use of these skip
connections further in §4.2.4.

4.2.2 Attending to a Single Reference

As described in §4.2.1, the key-query encoder produces query features from the LR target
frame and key features from the LR reference frames, while the value encoder encodes
the HR reference frame into value features. The next step is to compute correspondence
between these query and key features. For simplicity, we assume that we have exactly one
reference frame which ensures that the query, key, and value features are all of identical
dimensions. We further assume that attention happens only at one resolution at the coarsest
level with keys, values and queries each of dimensions 48×48×512. We extend this design to
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multiple references in §4.2.3 and multi-resolution attention with skip connections in §4.2.4.

To compute correspondence between the query and key features, we use the scaled
dot-product attention layer [142, 12]. Specifically, we compute:

Attended Values(Q, K, V)=softmax
(︁𝑄𝐾𝑇

𝑐

)︁
𝑉

where Q, K, and V denote query, key and value features respectively, and 𝑐 is a learnt
scaling parameter. This layer computes the inner-product 𝑄𝐾𝑇 between each query
element against each key element, and obtains a softmax over it to produce a weighted
average of value elements across all locations that contribute to a particular query location.
Effectively, this layer captures the similarity between the query and the key or learns how
to combine different regions of the reference to produce a particular region of the target.
Since we ultimately want to use the HR features in the decoding procedure, this similarity,
though computed on LR reference features, is mapped to HR value features from the
reference via the multiplication with value features V.

Consider a concrete example for query features with 𝑑=512 filters. If the 48×48 spatial
dimensions are flattened, the query 𝑄 is 2304×𝑑 in size. Since the key-query encoder is
shared and the value encoder’s architecture is identical to that of the key-query encoder,
the encoded values 𝑉 and keys 𝐾 from a single reference are also 2304×𝑑 in size. This
produces a similarity matrix 𝑆 =𝑄𝐾𝑇 of dimensions 2304×2304. Each entry in the
similarity matrix 𝑆 captures the correlation between a particular query location and a
particular key location by summing the inner product on a filter-by-filter basis. This is
repeated for every combination of query and key location to obtain the entire 2304×2304

matrix. The softmax function is applied to 𝑆 scaled by a learnt parameter 𝑐 to ensure that
the similarities sum up to 1 before multiplying with the value matrix 𝑉 . Mathematically,
if 𝑘𝑖,𝑣𝑖,𝑞𝑖 for 𝑖∈{1,...,2304} denote the 𝑖𝑡ℎ key, value or query feature vector with their 𝑑
filters, this process produces attended values 𝐴 of dimensions 2304×𝑑. The 𝑖𝑡ℎ attended
feature vector (with 𝑑 filters) is given by

𝐴𝑖=
2304∑︁
𝑥=1

𝑞𝑖.(𝑘𝑥)
𝑇 ·𝑣𝑥

where we have ignored the softmax and scaling parameter 𝑐 for simplicity. The attended
values 𝐴 are reshaped into 48×48×𝑑 to preserve spatial locality information prior to
decoding them into final reconstruction.

Note that we choose to use the simplest version of attention by leveraging a single
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dot-product attention layer with 𝑐 being the only learnt parameter. Multi-headed atten-
tion [142] is more commonly used in transformer architectures, and is known to be much
more powerful. However, we did not see significant gains in our evaluations, and thus
chose to avoid the increased computational overheads.

4.2.3 Attending to Multiple References

Using attention even on a single reference image allows for improved capabilities in com-
bining information from multiple image regions in contrast to optical flow that moves a
single source location to a single target location. However, the versatility of attention is
put to its true use with multiple reference images. To extend the design described in §4.2.2
to multiple images, we alter the attention layer to now compute correspondences across
many more features from multiple references.

Specifically, we assume that we have 𝑛 different reference images, and we have LR and
HR versions of each reference. Each of these 𝑛 references are encoded using the query-key
encoder and the value encoder to produce 𝑛 different key and value features, each 2304×𝑑

in size. We simply concatenate the key features across all reference frames to produce
an expanded matrix of key features 𝐾(𝑛) of size 2304𝑛×𝑑. Similarly, we concatenate the
value features across all reference frames to produce an expanded matrix of value features
𝑉 (𝑛) also of size 2304𝑛×𝑑. The query features are still encoded from a single target LR
image; 𝑄 is still 2304×𝑑.

The new similarity matrix 𝑆(𝑛)=𝑄[𝐾(𝑛)]𝑇 is now of dimensions 2304×2304𝑛. Yet,
each entry in the new similarity matrix still captures the correlation between a particular
query location and a particular key location by summing the inner product over the same 𝑑
filters as with the single reference image case. The only difference is that there are more key
locations (𝑛× more) to compute this correlation over, and consequently a larger similarity
matrix. When multiplied with the larger value matrix 𝑉 (𝑛), this produces final attended
values of the same 2304×𝑑 as before which are decoded to produce the reconstructed
image. Mathematically, we simply sum over more terms to produce attended values 𝐴

of dimensions 2304×𝑑. Specifically, the 𝑖𝑡ℎ attended feature vector is now given by

𝐴𝑖=
2304𝑛∑︁
𝑥=1

𝑞𝑖.(𝑘𝑥)
𝑇 ·𝑣𝑥

This reveals a very powerful detail about the attention-based design in our model. The
attention layer, even if trained on a single reference image to learn its scaling parameter 𝑐,
can be extended at inference time to use multiple reference images without retraining. This
is because the sizes of the key and value pairs are abstracted away in the dot-product; only
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the query feature dimensions and the final attended value features need to be maintained
for the model pipeline from Fig. 4-2 to work between train and test time. Note that we
do not re-scale the learnt parameter 𝑐 based on the number of references used at inference
time. This parameter, as per the original attention layer [142], depends on the number
of filters or the dimension 𝑑 which remains unchanged between the single reference and
multi-reference versions of our design.

4.2.4 Preserving High-frequency Content

Multi-resolution Attention. The attention mechanism described above uses an example
resolution of 48×48 for its query, key and value features. However, in practice, the spatial
resolution and channel dimensions (𝑑) for the features can have an outsized impact on
the granularity of these features and subsequently, the quality of the final reconstruction.
As described so far, one solution would be to run attention once on the coarsest (last)
level of features obtained from the query, key, and value features. In our evaluations with
384×384 images and encoders with three downsampling layers, this would mean spatial
dimensions of 48×48. While this makes the computationally intensive attention operation
tractable, such a resolution is too coarse to realistically preserve any high-frequency content
associated with the images.

Instead, we leverage its skip connection design popularized by U-Nets [124] to improve
the fidelity to high-frequency content in Gemino (Attention). Since we already have an en-
coder and decoder structure, it is relatively straightforward to extend our design to use skip
connections. Specifically, we obtain encoded query, key and value features from each inter-
mediary level of the key-query encoder and value encoder. This results in features of spatial
dimensions 192×192 and 96×96 in addition to the coarsest 48×48. We compute attention or
correspondence between each of these levels’ query and key features to produce intermediary
attended value features. While the coarsest level’s attended features are used as the input to
the decoder, the remaining levels’ attended features are progressively fed in as skip connec-
tions to improve the fidelity to high-frequency content in the final reconstruction. We deem
this architectural element “multi-resolution attention” and evaluate its benefits in §4.3.2.

Block-based Attention for Reducing Compute. Though the skip connections help
with improving fidelity, running attention at resolutions as high as 192×192 is simply
impractical. This is because the dot product involved is effectively computed between every
spatial query and key location resulting in a similarity matrix of size 192×192×192×192.
To overcome this issue, we break our feature space into smaller patches and compute
attention only within that patch. This idea is inspired by ViT [51], but modified to account
for the fact that we are only synthesizing talking heads.
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Figure 4-4: Gemino (Attention)’s block-based attention design to reduce the com-
putational overheads of computing pairwise correspondence between all features at
higher resolutions. Instead, the features are broken into 12×12 blocks and attention
is only computed between the 144 query, key, and value features within the same
block (identified by location index) across all references. For example, this ensures
that query features corresponding to the mouth use a narrow set of features around
the mouth region from all three reference frames when computing attention.

In the design of Gemino (Attention), we break features that are spatially large into
12×12 blocks and only compute attention within the 144 locations inside each of these blocks
and across the 144 locations in the same block of all the reference image features. In other
words, query features of dimensions 192×192×𝑑 (where 𝑑 is the filter or channel dimension)
are broken into 256 separate 12×12×𝑑 blocks with their indices identifying which region in
the original 192×192 they came from. We repeat this across all 𝑛 reference frames’ key and
value features to generate 𝑛 separate key and value features for each 12×12 block index.
Then, we pick a particular block index, and compute attention between the 144×𝑑 query
features and its 144𝑛×𝑑 key and value features for that block. As seen in Fig. 4-4, one can
visualize this as first narrowing down to a small set of features mapping to the mouth region,
and then leveraging information on the mouth’s orientation across 𝑛 frames to reconstruct
the mouth in the desired orientation for the target. This avoids wasting compute on
attention between areas close to the mouth and areas irrelevant to the mouth such as the
eye or hair that are likely to result in weak or no correlations. This block-based attention
is similarly repeated to attend to features in regions focused on the ear, eye, nose, etc..
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4.3 Evaluation

4.3.1 Setup

Dataset. To evaluate Gemino (Attention), we use the TCDTimit [63] dataset that consists
of 1080p videos that are recordings of trained actors who read a script facing a camera
against a green screen. The videos are short clips of duration less than 10 seconds and
are at a framerate of ∼30 FPS. The videos are of high-quality, encoded at bitrates above
50Mbps. Out of the 60 actors, we choose 51 to form our training set and nine people to
form our test set. Each person has 96 videos. Prior to training, we crop a square frame
of size 384×384 in the center. The low-resolution (LR) input is either of size 48×48 or
96×96 depending on whether it is a 8× or 4× upsampling task. In both cases, the LR
frames have been resized to 384×384 by bicubic upsampling prior to use in the training or
inference pipeline. We run inference on every frame of every test video of every person, but
for training, we sample 1000 pairs of reference and target frames per video. Note that the
people in the train and test dataset are completely different; unlike Gemino, this approach
does not leverage per-person finetuning for improved reconstruction fidelity.
Baselines. We compare the following approaches to understand the benefits that Gemino
(Attention) provides compared to existing solutions.

• Single-image Super-resolution (SISR): A simple encoder and decoder pair that
encodes the LR target image and decodes it into the HR target image. This approach
does not use any HR reference frames.

• Gemino: A version of the Gemino [134] model that does 8× upsampling. Gemino
operates directly on the LR input (48×48) without resizing it using bicubic upsam-
pling to 384×384. We use this only to provide a baseline for compute overheads
(and not visual fidelity) since Gemino was trained on a very different dataset with
personalization benefits that we do not explore in this attention-based model.

• Coarse Attention with Single Reference Image (Coarse Attn.): This ap-
proach, like Gemino, encodes the LR and HR frames into a set of encoded features.
However, instead of computing optical flow to warp the HR features, it computes
attention on the coarsest (or smallest spatial dimension) features of the HR frame
with those of the LR frame. This attention is run over the entire spatial dimension
(48×48) of these encoded features. The decoding pipeline does not use any of the
skip connections described in §4.2.4.

• Gemino (Attention): Our contribution that builds upon the previous “Coarse
Attention” model by running attention at multiple resolutions using the intermediary
outputs of the encoder’s layers when applied to the HR and LR reference and
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target frames. Each of these intermediary attended outputs is provided to the
decoder as skip connections to improve its high-frequency fidelity. To ensure that this
approach scales as the number of reference frames is increased, attention is computed
over smaller blocks to focus the attention mechanism over small regions of all the
references. This model is trained using a single reference image randomly sampled
from the same video as the target image, but is used at inference time with upto 10
reference images in our evaluations. In such cases, the encoded features from all the
references are provided as key-value pairs to the attention module that decided how to
appropriately weigh them when computing features to decode into the target image.

Model and Training Procedure. We train all models on the entire corpus of train
videos for 1M steps. Gemino (Attention) is trained with a batch size of 8 with random
rotational augmentations of ninety degrees to improve its robustness. The learning rate
starts at 0.0001 and decays by a factor of 0.46 halfway. Our model is trained with both an
L1-loss on the pixel space between the ground truth and the reconstruction, as well as a
feature matching loss from VGG [76] that improves the sharpness of the output produced.
Both these losses are weighed equally.

Visual Quality Metrics. We compute the average Peak Signal-to-Noise Ratio (PSNR),
the Structural Similarity Index (SSIM) [151], and the Learned Perceptual Image Patch Qual-
ity Metrics (LPIPS) on the reconstructed frames from each of the above baselines and the
ground-truth. PSNR is reported as the mean-square error of pixels in each frame averaged
across all test frames of a given video, measured on the RGB scale. SSIM is reported as the
average (across frames) of the structural similarity between the reconstruction and its high-
resolution counter-part. For SSIM and PSNR, a higher value denotes better reconstruction
quality. LPIPS is reported as a distance metric in the VGG [133] feature spaces of the re-
constructed image and its high-resolution ground-truth. Lower LPIPS scores correspond to
higher fidelity. We also show visuals to provide qualitative comparisons across approaches.

Computational Overhead Metrics. In addition to assessing the fidelity of the recon-
structions to their ground truth, we also measure the computational overhead of each
of the models. This is important because attention is an expensive operation since it
computes large matrix dot products. We measure the the size of the model in terms of its
number of parameters, its computational complexity as reflected by the number of floating
point operations (FLOPS) it needs, as well as the time it takes to run inference on a single
frame on a V100 GPU. We ignore any one-time operations such as encoding time of the
references for Gemino (Attention) since this will likely be done once, and then reused for
subsequent attention computations.
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4.3.2 Results

PSNR (dB) ↑ SSIM (dB) ↑ LPIPS ↓

Scheme Avg. P5 P1 Avg. P5 P1 Avg. P95 P99

SISR 30.98 28.72 28.56 8.14 6.77 6.69 0.17 0.21 0.22
Coarse Attention 30.98 28.73 28.55 8.07 6.70 6.62 0.17 0.20 0.21
Gemino (Attention): 1 ref 32.69 29.86 29.39 9.55 7.19 7.04 0.11 0.15 0.16
Gemino (Attention): 2 refs 32.67 29.83 29.42 9.50 7.25 7.08 0.11 0.15 0.16
Gemino (Attention): 5 refs 32.84 29.86 29.46 9.62 7.33 7.13 0.10 0.14 0.15

Table 4-1: Performance improvements from using multiple references with Gemino
(Attention) running over 24×24 blocks over Single-Image SR (SISR) and attention
that runs at the coarsest level alone (Coarse Attention) at an 8× upsampling
task. SISR and Coarse Attention miss high-frequency information while Gemino
(Attention) retains it.

i

Main Takeaway. We compare all of the baselines against Gemino (Attention) when
upsampling 8× from a 48×48 frame to a 384×384 frame and present a quantitative
summary in Tab. 4-1. We show visual samples in Figures 4-5 and 4-6 to provide qualitative
examples. Overall, Gemino (Attention) outperforms other baselines, and also provides
benefits in reconstruction quality as the number of references increases. Specifically, it
maintains high-frequency fidelity when compared to SISR and Coarse Attention, but also
performs better in particular regions of the face and torso with improved information from
multiple references. We break these results down in subsequent paragraphs.
Comparison with Single-Image SR. We observe in Tab. 4-1 that single-image SR
(SISR) achieves on average 1.7dB less PSNR, 1.41dB less SSIM, and 0.06 more LPIPS
than Gemino (Attention) with one reference frame. A similar difference of 0.06 manifests
with LPIPS on the worst 5% and 1% of test frames. Without a reference frame to provide
high frequency information, SISR’s upsampling layers are unable to recover the details
associated with individuals’ facial features. As seen in Figures 4-5 and 4-6, the SISR output
misses the freckles and acne associated with both individuals’ foreheads. Its reconstruction
of both individuals’ hair also lacks detail. This is unsurprising since the low-resolution
input frame lacks high-frequency detail. Further, these models have not been trained with
frames of the test individuals and thus, cannot encode such information into their weights.
Benefits of Multi-resolution Attention. Tab. 4-1 shows that “Coarse Attention” does
not perform better than SISR. This suggests that running attention at the coarsest level
with encoded reference features fails to capture the same high-frequency details that SISR
misses. This is reflected in the visual samples in Figures 4-5 and 4-6 too; Coarse Attention
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(a) Pool of Five References

(b) Reconstruction of Different Schemes.

(c) Zoomed-In View of Reconstruction of Different Schemes.

Figure 4-5: Reconstruction quality of different approaches on a specific frame using
upto five references. Unlike Gemino (Attention), SISR and Coarse Attention miss
high-frequency information associated with freckles and acne on the face. As the
number of references for Gemino (Attention) is increased, the reconstruction of the
eyelashes and the folds of the eyes improves as seen in the zoomed-in version.

misses the same freckles and acne that SISR misses on the foreheads. This is because
the encoded features at the coarsest level of the encoder are too low-resolution (48×48)
to retain enough high-frequency information from the reference frame that can later be
leveraged through attention before the decoding pipeline.

However, when that same information is passed through a series of skip connections
in Gemino (Attention), the reconstruction quality improves significantly even with one
reference frame. Specifically, the skip connections provide reference features at multiple res-
olutions via attention computed on each intermediary encoder layer’s outputs. The decoder
then uses these reference features at the appropriate resolution to recover the high-frequency
details associated with the individual. This improved architecture preserves the acne and
freckles in the visual samples produced by Gemino (Attention) in Figures 4-5 and 4-6.

SR Task Difficulty. In Tab. 4-2, we compare existing baselines to Gemino (Attention) at
a 4× upsampling task from 96×96 to 384×384. Like the 8× upsampling case, we observe
that Gemino (Attention) outperforms SISR and attention at the coarsest level alone due
to the lack of sufficient high-frequency information in both approaches. As the number
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(a) Pool of Five References

(b) Reconstruction of Different Schemes.

(c) Zoomed-In View of Reconstruction of Different Schemes.

Figure 4-6: Reconstruction quality of different approaches on a specific frame using
upto five references. Unlike Gemino (Attention), SISR and Coarse Attention miss
high-frequency information associated with freckles and acne on the face. As the
number of references for Gemino (Attention) is increased, the reconstruction of the
eyelashes and the eye gaze improves as seen in the zoomed-in version.

PSNR (dB) ↑ SSIM (dB) ↑ LPIPS ↓

Scheme Avg. P5 P1 Avg. P5 P1 Avg. P95 P99

SISR 33.61 31.23 31.02 9.76 8.10 8.02 0.12 0.14 0.15
Coarse Attention 33.61 31.18 30.97 9.78 8.16 8.05 0.12 0.14 0.15
Gemino (Attention): 1 ref 34.57 32.01 31.31 10.77 8.54 8.40 0.09 0.11 0.13
Gemino (Attention): 2 refs 34.55 32.04 31.31 10.73 8.60 8.44 0.09 0.11 0.13
Gemino (Attention): 5 refs 34.63 32.05 31.32 10.78 8.64 8.44 0.09 0.11 0.13
Gemino (Attention): 10 refs 34.71 31.98 31.32 10.86 8.65 8.46 0.09 0.11 0.13

Table 4-2: Performance improvements from using multiple references (15 frames
apart) with Gemino (Attention) running over 12×12 blocks over Single-Image SR
(SISR) and attention that runs at the coarsest level alone (Coarse Attention) at an
4× upsampling task. The trends across approaches are similar to 8× upsampling
but the reconstruction quality is much better since the starting resolution is higher.
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Scheme Params FLOPs V100 Inference

SISR 11.66M 191B 11.65ms
Coarse Attention 18.60M 385B 285.81ms
Gemino 82.41M 82B 14.87 ms

Gemino (Attention) @ 12×12
1 reference 20.22M 481B 29.72ms
2 references 20.22M 655B 30.15ms
5 references 20.22M 1178B 47.38ms
10 references 20.22M 2049B 66.14ms

Gemino (Attention) @ 24×24
1 reference 20.22M 540B 31.67ms
2 references 20.22M 774B 47.23ms
5 references 20.22M 1476B 98.70ms

Table 4-3: Computational overheads of Gemino (Attention) at block sizes of
12×12 and 24×24 with different number of reference frames in comparison to
single-image SR, attention at the coarsest level and Gemino’s optical flow version.
Parameters, floating point operations (FLOPS), and inference time on a V100 GPU
are measured in millions, billions, and milliseconds respectively.

of references is increased to ten, we observe a marginal improvement in visual quality as
reported by the PSNR, SSIM and LPIPS values for the average and worst 5% and 1%
of frames. Since 4× upsampling is generally easier than 8×, all of the reported numbers
are much better than those reported in Tab. 4-1.

Computational Overheads. Though using attention with multiple references instead of
optical flow improves the visual quality of generated frames, computing attention involves
multiplication of large matrices that imposes severe overheads. As seen in Tab. 4-3, single-
image SR takes only 11.65ms to run inference on a 384×384 frame, and has far fewer param-
eters and FLOPs in comparison to its attention counterparts. Gemino [134] has a lot more
parameters (∼ 82M) because it has a separate keypoint extraction and motion estimation
pipeline. However, because many of these operations run at lower resolutions in its multi-
scale architecture, this does not cause an explosive increase in FLOPs or inference time.

All of the attention versions of Gemino and coarse attention have fewer parameters
than Gemino’s optical flow version because we use dot-product scaled attention for motion
estimation which only has one parameter regardless of the attention block size and the
input dimensions. However, as the block size increases for a fixed number of references, the
FLOPs for Gemino (Attention) increases because each attention operation computes matrix
multiplication over larger spatial regions. This consequently manifests as an increase in V100
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inference time. As the number of references increases, attention becomes more expensive
(increased FLOPs and inference time) once again because of more matrix multiplications.
Note that this increase is not quite linear because we only measure the inference time for
the attention and decoding pipeline, and assume that the encoding process from multiple
references into features is only done once at the beginning of the video call.

Since attention at the coarsest level computes attention over 48× 48 blocks, its inference
time is quite high due to prohibitively large matrix multiplication operations despite the
fact that the encoded features themselves are only 48×48 (only one attention block as
a result). Note that the FLOPs for the coarse attention approach is lower than Gemino
(Attention) running attention over multiple separate 12×12 or 24×24 blocks. Yet, the
size of the attention matrix with coarse attention at 48×48 itself is 16 times larger than
Gemino (Attention) with 24×24 blocks. This could result in more memory bottlenecks [48]
when creating large matrices causing the overall inference time with coarse attention to
be nearly 3× larger than Gemino (Attention).

4.3.3 Ablation

Number of Reference Frames in Gemino (Attention). Tab. 4-1 shows small im-
provements in reconstruction quality for the average and worst 5% and 1% of frames as the
number of references in Gemino (Attention) is increased. Specifically, we observe 0.15dB

increase in PSNR, 0.07dB increase in SSIM and 0.01 decrease in LPIPS when using five
references. These quantitative differences are small because the TCD-Timit dataset [63] is
highly curated to involve actors speaking a script in solely front-facing poses with minimal
movement. We anticipate the differences being more substantial in datasets that involve
more movement and a range of poses.

Despite these small quantitative differences, we observe visual differences with five refer-
ences in Figures 4-5(c) and 4-6(c). Specifically, Fig. 4-5(c) shows that the reconstruction of
the eyelashes and the folds of the eyes is a lot more accurate with five references where the lat-
ter three have open eyes when compared to using one or two references with closed eyes. Sim-
ilarly, Fig. 4-6(c) shows a more accurate reconstruction of the eye gaze and lashes with five
reference frames that have different gazes than with two references with very similar gazes.

Impact of Attention Block Size. We show the effect that the attention block size has
on reconstruction quality with five references when upsampling by 8× in Tab. 4-4. The
attention block size determines the size of the region over which attention is computed or
how large of a reference frame area is used to compute weights for a particular target loca-
tion. Tab. 4-4 suggests that as the attention block size increases, the reconstruction quality
(LPIPS) improves for the average and worst frames in the corpus. As we move from 6×6
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PSNR (dB) ↑ SSIM (dB) ↑ LPIPS ↓

Scheme Avg. P5 P1 Avg. P5 P1 Avg. P95 P99

Gemino (Attention) @ 6×6 32.30 29.33 28.97 9.13 7.37 6.99 0.12 0.16 0.18
Gemino (Attention) @ 12×12 32.21 29.33 28.90 9.04 7.16 6.89 0.12 0.15 0.18
Gemino (Attention) @ 24×24 32.84 29.86 29.46 9.62 7.33 7.13 0.10 0.14 0.15

Table 4-4: Impact of attention block size in Gemino (Attention) when using five refer-
ences. A larger block size allows the attention module to leverage information across
a wider region when computing correspondence, leading to better performance.
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Figure 4-7: Visual quality on a more diverse dataset with increasing number of
references. We see diminishing returns as the number of references is increased,
but over 1 dB improvement in PSNR and 20% reduction in LPIPS in going from 1
to even 10 references.

blocks to 24×24 blocks, we observe an improvement of 0.54dB in PSNR, 0.49dB in SSIM
and 0.02 in LPIPS for the average frame. Though we anticipate some improvements from in-
creased reference information at higher block sizes, attention with 48×48 blocks becomes pro-
hibitively expensive to the point of not being able to incorporate multiple reference frames.
At such large blocks, the attention weights also tend to average out more causing blurring
effects similar to “Coarse Attention”. As a result, for 8× upsampling, we use 24×24 blocks.

4.3.4 Results on a More Diverse Dataset

To show the benefits from multiple references on a more diverse dataset, we train our
attention model and evaluate it on a separate proprietary dataset consisting of individuals
in front-facing positions. This model used the same training parameters as described in
§4.3.1, but was trained for 3M steps. Unlike TCDTimit [63], this dataset does not consist of
actors with scripts with minimal head movement. In contrast, the individuals in this harder
dataset tend to move around more and exhibit variety in their poses. Their backgrounds
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also differ across videos and do not consist of a single green screen. However, the videos
are not of such high quality and tend to be close to a few Mbps in their bitrates. In an
effort to show results at higher numbers of references ( ∼ 60), we train and test the model
that uses “Coarse Attention” mechanism without multi-resolution attention or the skip
connections described in §4.2.4. This is because running attention at multiple resolutions
incurs prohibitively high memory overheads as the number of references is increased.

Fig. 4-7 shows the improvement in visual quality on the above described dataset as the
number of references is increased when upsampling 8× to a final resolution of 384×384.
Specifically, on this dataset, we observe a nearly 1dB improvement in both SSIM and
PSNR and a 20% decrease (0.01) in LPIPS in going from 1 to even 10 references. This is in
contrast to the 4× upsampling case with TCDTimit shown in Tab. 4-2 that sees very slight
improvements in going from 1 to 10 references. Further, we see diminishing returns from in-
creasing the references all the way to 60 with this dataset. While there is a big improvement
in going from 1 to about 20 references, subsequent increases from 20 to 30 or 45 references
show far less improvement in video quality. Note that these reference frames are consecutive
and we run attention only at one-resolution, yet there are significant improvements from
using more references when compared to TCDTimit [63]. We anticipate even more gains
with attention at multiple resolutions and reference frames that are further apart.

4.4 Summary

In this chapter, we develop an alternate design for the high-frequency conditional super-
resolution technique proposed by Gemino [134] that leverages attention for motion esti-
mation. Our approach is able to utilize high-frequency information from a diverse set of
references to better predict the target frame than with one single reference. The scaled-dot
product attention layer also allows flexibility in picking the exact number of references at
inference time even though the model is trained for only one reference frame. This flexibility
allows for the design of new adaptation algorithms that dynamically choose the number and
specific reference frames that trade off accuracy for compute when deployed on the receiver
side in settings such as video conferencing. We leave the design of such algorithms as well
as optimizations to speed up our attention-based model architecture to future work.
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Chapter 5

Reparo: A Loss-Resilient Generative Codec

5.1 Motivation

The info-graphic depicting broadband speeds across the globe in Fig. 1-2 suggests that
regions of Europe and North America have such high broadband speeds (on the order
of hundreds of Mbps) that video conferencing must be seamless. Yet, users of video
conferencing applications in these regions are unsatisfied with their experience. Specifically,
30% of users report that video quality issues are their biggest pain point with video
conferencing calls [20]. This happens despite the high broadband speeds in these regions
because such speeds capture an average number while the frustrating video glitches and
audio outages happen due to rare tail events such as 1s of poor network conditions every
few minutes. Such outages are hard to predict since they can occur anywhere from the first
mile (e.g., interference on the WiFi connection) to somewhere in the core of the network
(e.g., damages to fibers). Simply over-provisioning the network is extremely cost ineffective
for the average case. Further, it may still cause issues under more extreme outages.

Video conferencing experience is also particularly sensitive to bursty losses [97, 96]
where a sequence of packets, and consequently, a sequence of frames are lost. In addition
to not being able to render the lost frames, applications often encounter longer extended
glitches past the loss duration itself. Such bursty losses are not uncommon; they can be
induced by congestion from the video encoder exceeding the available bandwidth [77],
bursty cross traffic [73] or even link fading on wireless connections [145].

Gemino uses a novel high-frequency condition super-resolution pipeline to support
video conferencing at very low audio-like bitrates. However, Gemino is not robust under
packet losses because it requires a reliable low-resolution video stream to upsample from.
Any packet loss in that stream causes the same frame corruption (albeit at low-resolution)
and video glitches. The reason for this is the temporal dependency across video frames.
Video frames use delta encoding wherein they encode frames based on differences between
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them to exploit redundancy. This allows video to be compressed by orders of magnitude
more than simple image compression but also makes it brittle under packet loss. One
corrupt frame (due to packet loss) makes it impossible to decode any P-frames or predicted
frames encoded based on it until the decoder state is reset using a new I-frame or keyframe
that is encoded independently with just image compression. However, such a reset typically
takes one round-trip-time (RTT) or a few frames before the receiver can request the sender
to send a keyframe. In the meantime, the receiver is forced to contend with a stall and
simply render the last successfully decoded frame.

Many existing video applications use retransmissions or forward error correction (FEC)
to improve robustness against packet loss. However, retransmissions take on the order
of few RTTs and can be very slow in real-time settings such as video conferencing. On
the other hand, FEC approaches need careful tuning to achieve the right amount of
redundancy without under-utilizing the network under good network conditions. Instead,
in this chapter, we propose a new generative codec that completely eliminates temporal
dependency across frames. Specifically, our solution leverages a token-based architecture
that encodes frames based on a dictionary or codebook that captures the visual world. Our
codec compresses by simply transmitting token indices for small patches on the entire frame.
Any missing tokens from packet loss can be reconstructed based on correlations across
the received tokens and their locations. As a result, our approach is able to render frames
regardless of what the loss level is and prevent any stalls due to non-rendered frames.

5.2 Reparo Design

5.2.1 Overview

Reparo is a generative loss-resilient video codec specifically designed for video conferencing.
As shown in Fig. 5-1, Reparo consists of five parts: (1) an encoder that encodes the RGB
video frame into a set of tokens, (2) a packetizer that organizes the tokens into a sequence of
packets, (3) a bitrate controller that adaptively drops some fraction of the packetized tokens
to achieve a target bitrate, (4) a loss recovery module that recovers the missing tokens in a
frame based on the tokens received by the frame deadline, and (5) a decoder that maps the to-
kens back into an RGB frame. We call the encoder-decoder combination in Reparo its neural
codec, while the rest of the components help with loss recovery atop the codec. The encoder,
packetizer and bitrate controller are situated at the transmitter side, while the loss recovery
module and decoder operate at the receiver side. We describe these modules in detail below.
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Figure 5-1: Overview of Reparo. An encoder-decoder pair converts between RGB
image and quantized image tokens, while we introduce new modules to affect the
packetization, bitrate, and loss recovery in the quantized token space to improve
loss-resilience.

5.2.2 Reparo Components

5.2.2.1 The Codec

In contrast to prior work on loss-resilient video conferencing, which utilize traditional
codecs with FEC-based wrappers, Reparo employs its own codec based on the concept of a
tokenizer. Tokenizers are commonly used in generative models to represent images using a
learned codebook of tokens. Instead of generating images pixel by pixel, images are divided
into patches, and each patch’s features are mapped to a specific token in the codebook.
Since the number of tokens in an image is much smaller than the number of pixels, this
reduces the search space of generative models. Each token represents a vector in feature
space. A set of tokens is selected for the codebook by training a neural network to identify
a small number of feature vectors that can best generate all images in the training dataset.

We note that tokenizers naturally fit the requirements of a codec since they allow us to
compress frames in a video by expressing them as a set of tokens. These tokens can simply be
transmitted as indices without the need to transmit the actual tokens, providing significant
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Figure 5-2: Token-based neural codec. The encoder converts patches from video
frames into features and uses a codebook to quantize the features into tokens by
finding the nearest neighbor of each feature in the codebook. The decoder then
uses the tokens to reconstruct the video frame.

compression gains. Since the transmitter and receiver share a codebook, the receiver can
recover the original frames by looking up the token indices in its codebook and decoding
them to the original frames. Further, losses in one frame do not affect other frames since
each frame is compressed independently of other frames based only on its own token indices.

We use a particular tokenizer called VQGAN [53], which consists of an encoder, a
decoder, and a codebook (see Fig. 5-2). The encoder is a convolutional neural network
(CNN) that takes patches in an image and maps each one of them to the nearest neighbor
vector in the codebook, i.e., the nearest token. The decoder is also a CNN that takes a
concatenation of tokens that represent an image and reproduces the original image.

The compression achieved by VQGAN depends on two of its parameters: the number
of tokens used for each frame, and the size of the codebook. The number of tokens
dictates the size of each patch within an image because the image is divided into patches,
each mapped to a token. As the number of tokens is increased, the smaller each patch
becomes. More tokens allows a more fine-grained reconstruction as it is easier for a token
to represent a smaller patch. However, since we transmit token indices from the sender to
the receiver, more tokens means more bits for transmitting all of their indices, and reduces
the compression factor. Similarly, a larger codebook or dictionary enables a more diverse
set of features to choose from for each token, but requires more bits to represent each
token index. Thus, both of these parameters lead to different tradeoffs for the achieved
bitrate and visual quality. We show this in Fig. 5-12.
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Figure 5-3: The transmitter first uses a deterministic packetizer to wrap image to-
kens into packets. Then a bitrate controller ‘self-drops’ some tokens in each packet to
adapt to the target bitrate before even transmitting the tokens on the network and
losing more tokens to packet drops. The receiver first decodes which tokens among
the received packets are dropped by the bitrate controller. It then depacketizes those
received packets to extract the received token indices. Any missing tokens (including
those from lost packets) are identified and recovered using the loss recovery module.

5.2.2.2 The Packetizer

After encoding the original image into tokens, Reparo divides them into several packets
to prepare them for transmission. The packetization strategy is designed to avoid placing
adjacent tokens in the same packet since the closest tokens in the image space are the most
helpful for recovery when a token is lost and losing all adjacent tokens would be detrimental.

In Fig. 5-3, the first step in the green box labelled “Transmitter” shows the token
wrapping strategy for a toy example with 4×4 tokens that are split into 4 packets. The
packet index of the token at position (𝑖,𝑗) is 2·(𝑖 mod2)+𝑗 mod2. Tokens in each packet
are ordered first by their row index, then by their column index in ascending order. This
strategy is just one of many options to wrap tokens into packets while avoiding placing
adjacent tokens in the same packet. The chosen strategy needs to be deterministic so that
the receiver can place the received tokens in the appropriate position in the frame before
trying to recover the missing tokens.
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Figure 5-4: Loss recovery module. It uses a spatio-temporal vision transformer to
generate any tokens that are lost using domain knowledge about human faces along
with the received tokens in the last several frames.

Each packet has a header that includes its frame index, packet index, and packet size
so that the receiver can identify which frame the tokens belong to and how many packets
that particular frame has.

5.2.2.3 The Bitrate Controller

Video conferencing applications often need to adjust their bitrate in response to network
congestion. In Gemino, this was achieved by altering the extent of compression and down-
sampling to meet the desired bitrate. Traditional codecs alter the extent of quantization
to control the bitrate. In contrast, Reparo can easily adapt its bit rate by dropping tokens,
as it is highly resilient to lost tokens and degrades gracefully with increasing loss rates.
We call this “self-dropping” since Reparo chooses to drop tokens on its own even before
transmitting them (and potentially losing more tokens via packet drops in the network).
Remarkably, Reparo can tolerate up to 50% token loss with only a minimal impact on
video PSNR, as demonstrated in Fig. 5-5. In practice, Reparo chooses the tokens it drops
deterministically based on the frame index and packet index (Fig. 5-3 top row right). This
is to ensure that the receiver can easily identify which token locations were self-dropped
based simply on the frame and packet index in the received packet’s header. With this
information, the receiver can identify which tokens were lost by the bitrate controller
(Fig. 5-3 bottom row left), and differentiate it from token locations lost to packet loss. The
next subsection describes how the receiver decodes all the missing tokens collectively.

5.2.2.4 Loss Recovery Module

The key ingredient for Reparo to carry out loss recovery is a deep generative model that
leverages received tokens and video conferencing domain knowledge to generate lost tokens.
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For instance, the generative model can synthesize all tokens associated with a particular
human face and torso based on a subset of those tokens. Similarly, it can produce the
token corresponding to a moving arm conditioned on the tokens from previous frames. In
the following sections, we provide a comprehensive description of the architecture, training
procedure, and inference algorithm of our loss recovery module.

Network Architecture. The loss recovery module is a neural network. It takes as input
the received tokens organized according to their positions in the original frame. Lost tokens
are expressed with a special token called the Mask token, [M], as shown in Fig. 5-4. It also
takes as input the tokens from the past 𝑇 frames, which provide the context for the scene.

We use a common neural network architecture called Vision Transformer (ViT) [51].
Transformers have gained widespread popularity in computer vision and natural language
processing tasks for predicting missing image patches or words [50, 51, 64]. The Vision
Transformer employs an attention module in each layer to aggregate information from all
tokens in an image. To predict a missing token, the attention module uses the received
tokens and weighs them by their relevance to the missing token. The relevance is computed
by performing a softmax over the dot product of each token with every other token. To
extend the standard vision transformer structure to video clips, we use a spatio-temporal
attention module [33]. In each transformer block, we perform attention over the time
dimension (across adjacent frames) and then over the space dimension within a frame.
This enables our loss recovery module to exploit both spatial information from the same
frame and temporal information across consecutive frames. Specifically, to generate a
missing token, the module can use the nearby tokens in both space and across frames, as
those tokens have a strong correlation with the missing token. Performing attention over
time and space sequentially significantly reduces the computational cost: attention over
both space and time simultaneously requires 𝑂(𝑇 2ℎ2𝑤2) of GPU memory, while attention
first over time and then over space requires only 𝑂(𝑇ℎ2𝑤2+𝑇 2ℎ𝑤) of GPU memory.

Leveraging temporal information incurs some overhead as the last few frames need to be
held in memory to decode the next frame. Hence, we limit the temporal dependency to a
maximum (e.g., 6 frames). It is worth noting that though Reparo uses tokens from previous
frames for loss recovery, a loss of tokens or packets in prior frames does not cause Reparo
to stall like traditional codecs. This is because the spatio-temporal ViT utilizes only the
actually received tokens of the six previous frames while decoding the current frame. This
allows reuse of received tokens across frames to achieve a better bitrate and loss rate but ev-
ery new frame is generated and decoded regardless of the previous frame’s generation result.
If more tokens are lost in the previous frames, the quality of the synthesized current frame
may be poorer, but Reparo will never stop generating or decoding, unlike classical codecs.
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It is worth highlighting the difference between our loss resilience and all past work.
Traditionally, loss resilience is achieved by encoding frames together and adding FEC,
at the transmitter. In contrast, our generative approach allows frames to be encoded
independently at the transmitter without FEC. The receiver however decodes each frame
holistically, looking both at its received tokens and tokens from past frames to produce
the best generation of the missing tokens.

Training the Network. The goal of the training is to ensure the resulting neural net-
work can recover from both network packet losses and tokens self-dropped by the bitrate
controller at the transmitter to achieve a particular target bitrate.

Thus, during training, we simulate both types of losses and optimize the network weights
to recover the original tokens. Specifically, we simulate our custom packetization process,
and in each iteration, we randomly sample a self-drop ratio 𝑟𝑑 from 0 to 0.6. Based on 𝑟𝑑,
a certain fraction of tokens are dropped from each packet. Then, a packet drop rate 𝑟𝑝 is
randomly selected from 0 to 0.8, and packets (and all their tokens) are dropped based on the
selected packet drop rate. At the receiver, the tokens that have been received are identified
based on frame and packet indices. The missing tokens, whether dropped due to self-drops
or packet loss, are replaced with a learnable mask token [M] (Fig. 5-4). This ensures
a fixed input sequence length to the model regardless of the number of dropped tokens,
which is a requirement for ViT. The resulting tokens combined with positional embeddings
that provide spatial and temporal location information for each token (including the mask
tokens) are then provided as the input of the ViT module. The output of the ViT module
is a complete ℎ×𝑤×𝑇 grid with generated or original tokens in their proper positions
(where 𝑇 represents the number of past frames). However, we only feed the last or current
frame’s tokens into the codec decoder to produce a synthesized frame. The loss recovery
module is trained end-to-end by sandwiching it between the encoder, packetizer and loss
simulator on one side; and the decoder on the other side, in an architecture similar to that
in Fig. 5-1. Below we describe the loss function used in the training.

Reconstructive Training Loss. Let 𝑧=[𝑧𝑖𝑗𝑘]
ℎ,𝑤,𝑇
𝑖=1,𝑗=1,𝑘=1 denote the latent tokens from the

encoder, and 𝑀=[𝑚𝑖𝑗𝑘]
ℎ,𝑤,𝑇
𝑖=1,𝑗=1,𝑘=1 denotes a corresponding binary mask indicating which to-

kens are missing in the last 𝑇 frames. The objective of the training is to reconstruct the miss-
ing tokens from the available tokens. To accomplish this, we add a cross-entropy loss between
the ground-truth one-hot tokens and the output of the loss recovery network. Specifically,

ℒ𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑣𝑒=−E𝑧

(︁ ∑︁
∀𝑖,𝑗,𝑘,𝑚𝑖𝑗𝑘=1,𝑘=𝑇

log
(︀
𝑝(𝑧𝑖𝑗𝑘|𝑧𝑀)

)︀)︁
, (5.1)

where 𝑧𝑀 represents the subset of received tokens in 𝑧, and 𝑝(𝑧𝑖𝑗𝑘|𝑧𝑀) is the probability
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distribution over the codebook for position (𝑖, 𝑗) in the 𝑘-th frame predicted by the
reconstruction network, conditioned on the input received tokens 𝑧𝑀 . As is common
practice, we only optimize this loss on the missing tokens of the last frame. Optimizing
the loss on all tokens reduces reconstruction performance, as previously observed [64].

Inference Routine. As the deadline for displaying each frame is hit every 33 ms for 30 fps,
we aggregate all received packets for the current frame (as identified by the frame and packet
indices) and treat all un-received packets as lost. We can determine the exact locations of
the missing tokens by placing the received tokens in their respective positions corresponding
to a ℎ×𝑤 grid of frame patches. We leverage all the tokens received from the previous 6
frames to perform spatio-temporal loss recovery for the missing tokens of the current frame .

For each token position (𝑖,𝑗) in the current frame, we use 𝑝(𝑧𝑖𝑗|𝑧𝑀), the probability distri-
bution over the codebook predicted by the loss recovery module, given the received tokens, to
choose the token with the highest probability as the reconstructed token. The resulting grid
of reconstructed tokens is fed into the neural decoder to generate the RGB frame for display.

5.3 Evaluation

We evaluate Reparo using a version of an experimental video conferencing platform called
Ringmaster [17] that has support for packet loss emulation and state-of-the-art FEC
schemes. We describe our baselines and experimental setup in §5.3.1. We evaluate Reparo
under network scenarios with random packet loss in §5.3.2, and under packet losses induced
by a rate-limited bottleneck link in §5.3.3. We discuss Reparo’s parameter choices and
latency overheads in §5.3.4.

5.3.1 Experiment Setup

Baseline. The Ringmaster platform that we use for evaluation is equipped with Tam-
bur [126], which is a recent streaming-codes based FEC solution atop the VP9 video codec
[109] that has been shown to perform better than classical block-based FEC techniques.
Our benchmark for comparison is the VP9+Tambur baseline. We set Tambur’s latency
deadline 𝜏 to 3 frames, and its bandwidth overhead to be approximately 50%-60%. We
use the same video conferencing application parameters as Tambur. The frame rate is set
to 30 fps, which is typical for video conferencing.

Datasets. For training the neural codec in Reparo, we use a combination of three datasets:
the FFHQ dataset (70,000 images) [79], the CelebAHQ dataset (30,000 images) [78], and the
TalkingHeads dataset (∼30 hours of video) [150]. These datasets comprise high-resolution
human face images and videos, making them ideal for training Reparo, which is aimed at
improving video conferencing quality. For training the loss recovery module, we exclusively
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used the TalkingHeads dataset since it provides video clips (not just images) which the
loss recovery module needs.

For evaluating Reparo and the baseline in the context of video conferencing applications,
we utilized a dataset that comprises publicly available videos of five YouTubers. The dataset
consists of five distinct 3-minute videos corresponding to five different video conferences per
YouTuber. The videos have been center-cropped and resized to 512×512. Each YouTuber’s
videos exhibit unique differences in clothing, hairstyle, accessories, or background.

Implementation. We conducted evaluations of both VP9+Tambur and Reparo using
Tambur-enabled Ringmaster [126], with different bitrate constraints. To implement Reparo
in the same evaluation environment, we replaced the original video codec with our neural-
based codec; and the original FEC scheme with our custom packetizer, bitrate controller,
and loss recovery module. The Ringmaster [17] setup reads Y4M videos at the transmitting
end and displays the received videos at the receiver end. Depending on the scheme, either
the VP9 encoder or Reparo’s encoder is used to encode a frame. Tambur then adds FEC
and packetizes the encoded frame payload while Reparo uses its customized packetizer and
bitrate controller to serialize the frame into packets. Finally, at the receiver end, either the
Tambur+VP9 decoder or Reparo’s loss recovery module and decoder is used to decode the
received packets and generate the frame. We used the Simple DirectMedia Layer (SDL)
library for recording displayed frames, and the PyTorch Image Quality (PIQ) library [80]
for computing image quality metrics.

Our neural codec and loss recovery modules were implemented in PyTorch, and they
operate in real-time on three A6000 GPUs, processing 30 fps 512x512 videos. One GPU
was used for the transmitter, while two GPUs were employed for the receiver. As Ringmas-
ter and Tambur are implemented in C++, we established inter-platform-communication
between Python and C++ using a socket to facilitate communication between Ringmaster
and Reparo.

Metrics. We evaluate three metrics: (1) peak signal-to-noise ratio (PSNR) between the dis-
played and original frame, (2) percentage of non-rendered frames, and (3) latency. PSNR is
computed by comparing the displayed videos to the original videos at the transmitter. Non-
rendered frames are defined differently for VP9+Tambur and Reparo. For VP9+Tambur,
we compute the percentage of frames that are not played by the receiver due to packet
loss on that frame itself or dependency on previously undecodable frames. For Reparo, we
define “non-rendered frames” as those frames with PSNR less than 30dB, as our scheme
always tries to generate and render a frame. We have observed that for our dataset, VP9’s
PSNR rarely drops below 30dB unless there’s a frame drop, so treating Reparo’s frames
with PSNR below 30dB as “non-rendered” would favor VP9+Tambur in comparisons. Non-
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rendered frames correlate well with standard quality-of-experience (QoE) metrics, as a large
number of non-rendered frames can lead to video freezes and degrade QoE. Latency, an im-
portant metric for real-time interactivity on video conferencing applications, is evaluated by
measuring the end-to-end delay between when the frame is read at the transmitter and dis-
played at the receiver. One-way propagation delay set to 50ms. All metrics are aggregated
over all frames of the 25 videos in our corpus, and presented as averages or distributions
depending on the result. We also compute bitrate by averaging the packet sizes (without
TCP/IP headers) recorded in the Ringmaster logs over the course of the entire video.

Network Scenarios. We consider two primary scenarios that can result in packet loss
during transmission: (1) an unreliable network (§5.3.2), and (2) a rate-limited link (§5.3.3).
In the first scenario, the network is unreliable and randomly drops packets due to poor
conditions. To simulate this scenario, we use a GE loss channel that transitions between
a “good” state with a low packet loss rate and a “bad” state with a high packet loss rate,
similar to Tambur’s setup [126]. The probability of transitioning from the good state to
the bad state and vice versa is fixed at 0.068 and 0.852, respectively. The probability of
loss in the good state is set to 0.04. These parameters mimic Tambur’s evaluation, which
used a large corpus of traces from Microsoft Teams [126] to compute approximate statistics.
We vary the probability of loss in the bad state to evaluate VP9+Tambur and Reparo’s
performance under different loss levels. Specifically, we set it to 0.25 to simulate a low loss
level, 0.5 to simulate a medium loss level, and 0.75 to simulate a high loss level (the default
value in Tambur’s evaluation is 0.5). In the second scenario, we consider a fixed-rate link
which drops packets once saturated. To simulate this, we use a FIFO queue with a fixed
queue length of 6KB and a drain rate of 320Kbps.

Reparo Parameters. In our experiments, we use a 512×512 frame and compress it into
32×32 tokens. We use a codebook of size 1024 which means that each token requires 10
bits to represent its index. The codebook is trained once across the entire dataset and
frozen during evaluation, eliminating the need to re-transmit it during video conferencing.
Each frame’s tokens are distributed across 4 packets, with a packet header size of 4 bytes
containing a 20-bit frame index, a 2-bit packet index, and a 10-bit packet size. Therefore,
to send all the tokens of a frame, each packet requires 324 bytes, resulting in a default
bitrate of 311.04 Kbps (at 30 fps). Up to 50% of Reparo’s tokens can be dropped to match
the target bitrate using the “self-drop” mechanism described in §5.2.2.3. We can further
control the bitrate (and visual quality trade-off) by using a different codebook and number
of tokens per frame as we show in Fig. 5-12.
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Figure 5-5: We report the median, 10th percentile, and worst 10% PSNR of
VP9+Tambur and Reparo under different loss levels. We vary the target bitrate
of Reparo and VP9+Tambur to cover different achieved bitrates. Reparo’s visual
quality at the tail is significantly better than VP9+Tambur across all loss levels.

5.3.2 Performance on Lossy Networks

Visual Quality. We first compare the visual quality of video displayed using VP9+Tambur
and Reparo by evaluating the PSNR under different loss levels. We measure the median
PSNR, 10th percentile PSNR, and the average PSNR over frames with the worst 10%
PSNR. All metrics are aggregated across all frames present in our evaluation corpus. The
median represents the “normal” quality of the displayed video, which occurs during “good”
states of the GE loss channel. The 10th percentile and worst 10% represent the “tail”
quality of the displayed video, which is affected by “bad” states of the GE loss channel.

As shown in Fig. 5-5, Reparo achieves higher PSNR with smaller bitrates under all
settings. Specifically, under a similar bitrate (∼320Kbps), Reparo improves the 10th

percentile PSNR by 3.1dB, 9.8dB, and 17.9dB under low, medium, and high loss levels,
respectively. The low 10th percentile PSNR for VP9+Tambur is caused by freezes of
displayed video: during a freeze, the video is stuck at the last rendered frame. In contrast,
Reparo maintains a high and stable PSNR even under high loss levels, thanks to two key
design elements. First, Reparo does not have any temporal dependency at the neural codec

98



1 10 25 50 75 90
Loss Rate (%)

10
15
20
25
30
35
40

PS
NR

 (d
B)

VP9+Tambur
Reparo

Figure 5-6: PSNR distribution across frames with Tambur and Reparo under
different packet loss rates (for a bitrate of ∼320 Kbps). The box denotes the 25th

and 75th percentile PSNR, the line inside the box denotes the median PSNR while
the whiskers denote average PSNR ± 1.5×standard deviation. Reparo maintains
its PSNR within a narrow band around 35 dB regardless of the loss level while
Tambur’s worst frames drop to less than 20 dB PSNR at higher loss rates.

level. Encoding into and decoding from tokens occur on a frame-by-frame basis without any
dependency on a previous frame. Thus, even if a frame’s tokens are mostly lost, it could
have a lower PSNR but will not affect subsequent frames whose tokens are received. Second,
the loss recovery module uses a deep generative network that leverages domain knowledge
of human face images to generate lost tokens. It will only fail to generate accurately if a very
large portion of tokens is lost across packets over multiple frames, which is highly unlikely.

We further show the distribution of frame PSNR values across the frames in our
evaluation corpus with Reparo and VP9+Tambur at ∼320Kbps under different packet
loss rates in the “bad” state of the GE channel. As shown in Fig. 5-6, Reparo’s distribution
and averages of PSNR values are more or less unaffected by the loss level. With Reparo,
almost 99% of frames have PSNR values larger than 30dB. The variance of PSNR values
across displayed frames is also much lower with Reparo than VP9+Tambur, showing the
stability of the quality of the displayed video across loss levels. Specifically, Reparo’s frame
PSNR values are mostly between 32.5dB and 37dB (>90%)). In contrast, as the loss
level becomes higher, VP9+Tambur is more likely to experience video freezes, resulting in
more frames with low PSNR. Particularly, at a 75% packet loss, Tambur’s average PSNR
is 4.9dB worse, and its distribution of frame PSNR values shows a big range: its 25th and
75th percentile PSNR values are 21.8dB and 35.9dB respectively. Even at a packet drop
probability as low as 1%, Tambur’s frame PSNR values range from 32.8dB (5th percentile)
to 38.9dB (95th percentile). These results demonstrate that Reparo is more stable under
average network conditions, and more efficient at recovering from packet losses than current
FEC schemes for video conferencing.
Non-Rendered Frames. Another commonly used metric for evaluating FEC approaches
is the frequency of non-rendered frames, which can cause freezes in the displayed video.
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Figure 5-7: Comparison of percentage of non-rendered frames between Reparo and
VP9+Tambur. VP9+Tambur has many more non-rendered frames than Reparo at
all loss levels.

One advantage of Reparo is that it never truly freezes: it always attempts to generate lost
tokens and the frame, regardless of the packet loss rate. However, in extreme cases, it may
still produce poor generated output. To provide a fair comparison, we define frames with
a PSNR of less than 30dB as “non-rendered frames” for Reparo, since we observed that
VP9’s PSNR rarely drops below 30dB unless frames are lost and the video stalls. We
note that such a definition favors VP9+Tambur in its comparisons with Reparo since we
do not penalize VP9+Tambur for low-quality rendered frames.

We evaluated Reparo and VP9+Tambur at similar bitrates (∼320Kbps) under various
loss levels. As shown in Fig. 5-7, Reparo nearly eliminates non-rendered frames under all
loss levels, whereas VP9+Tambur has a noticeable number of non-rendered frames. This
result further demonstrates Reparo’s effectiveness in displaying consistently high-quality
videos even under severe packet losses, in contrast to current codecs and FEC schemes
that cause extended freezes.

A Detailed Example. To better understand Reparo’s benefits come from, we present
a time series of loss patterns, non-rendered frames, and PSNR values for Reparo and
VP9+Tambur over a 30-second window in Fig. 5-8 for a particular video sequence. The
loss level is set to medium (packet loss probability of 0.5 in the bad state). The sequence
of lost frames starting at frame index 71 causes VP9+Tambur to experience an extended
freeze between frame 72 and frame 177, even though many frames in that time-frame were
not lost. This is due to temporal dependencies between video frames, where frames are
compressed based on the differences between them. As a result, a lost frame can lead to
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Figure 5-8: Time series comparing Tambur and Reparo on one video and loss
pattern. VP9+Tambur experiences short freezes every time a set of frames are lost
with a corresponding decrease in PSNR. Reparo continues rendering frames and
its visual quality is a lot more stable throughout the interval.

subsequent undecodable frames (even when they’re received successfully) until the encoder
and decoder are reset using a keyframe. As expected, VP9+Tambur exhibits much lower
PSNR (∼15dB) during that time-frame between frames 72 and 177. VP9+Tambur then
forces the encoder to transmit a keyframe to resume the video stream. Subsequent frames’
PSNR values go back to what they were prior to the freeze period. If such a keyframe
is also lost (which is more likely because a keyframe is much larger than normal frames
and contains more packets since it is compressed independently of its adjacent frames),
it could cause long freezes that span several seconds.

In contrast, Reparo is much more stable in PSNR and rarely experiences non-rendered
frames, even during periods of loss. Reparo may generate one or more frames with low
PSNR if it loses many tokens, as happens at frame 424. However, its per-frame decoding
structure ensures that its visual quality quickly recovers as tokens for future frames start
coming in starting at frame 425.

To gain a more comprehensive understanding of the effects of packet loss events, we
examine a short freeze event of VP9+Tambur spanning 8 frames in greater detail and
compare it to Reparo in Fig. 5-9. This figure shows lost frames, non-rendered frames,
frame PSNR values as well as visuals of the displayed frames in that time interval. As
depicted in the figure, part of the 3rd, 4th, and 5th frames are initially lost, followed by the
loss of the 8th frame. VP9+Tambur does not render any frames between the 3rd and 10th

frames, as is evident from the “non-rendered” frames line and the unchanged video frames
in the visual strip beneath. Additionally, the forced keyframe (frame 11) and subsequent
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Figure 5-9: Qualitative results of VP9+Tambur and Reparo during a Tambur’s
short freeze of 8 frames. The GE loss channel is in a “bad” state at frames 4, 5,
6, and 8, causing packet losses for both VP9+Tambur and Reparo. VP9+Tambur
completely freezes from frames 3 to 10 because of lost packets, leading to very low
PSNR. On the other hand, though Reparo experiences the same GE loss state as
VP9+Tambur, it generates most of the frames and maintains a high PSNR. Even
for the frame under 30 PSNR, it still produces reasonable output and tracks the
hand movement accurately.

frame 12 have slightly lower PSNR due to the larger size of the keyframe, which typically
has a lower quality to meet the target bitrate when compressed without any temporal
dependency. In contrast, Reparo continues to render frames throughout and does not
experience such a prolonged freeze, as evidenced by the “non-rendered frames” row and the
visual strip. Although Reparo produces a lower PSNR frame at the 8th frame, it rapidly
recovers once later frames receive sufficient packets and tokens for high-quality generation.

5.3.3 Performance on Rate-Limited Networks

In this section, we consider the packet loss caused on a rate-limited bottleneck link when it
saturates. One advantage of Reparo is its ability to match and transmit at different target
bitrates easily by simply varying the self-drop rate. This is because, unlike traditional

102



0 1000 2000 3000 4000 5000
Frame Index

0

10

20

30

40

50

60

70

80

Fr
am

e 
Si

ze
 (K

bi
ts

)

VP9+Tambur
Reparo

Figure 5-10: Per frame sizes of VP9+Tambur and Reparo for a 3 minute video.
Reparo maintains the same frame size across all frames while VP9 shows variance
both across adjacent predicted frames, and across periodic keyframes that are large.

temporal-dependent codecs, Reparo does not need to transmit keyframes periodically. In-
stead, every frame is encoded into a set of tokens with the same size across frames. As shown
in Fig. 5-10, VP9+Tambur needs to transmit a keyframe periodically, causing spikes in its
per-frame sizes. Even the P-frames in VP9 show quite a bit of variance in their sizes. In con-
trast, Reparo can always maintain a constant size across frames and consequently, constant
bitrate because its neural codec encodes each frame with the same number of tokens.

Such a stable bitrate can improve Reparo’s performance over fixed-capacity bottleneck
links. To simulate such a link, we use a FIFO queue with a constant (drain) rate of 𝑟 Kbps.
The size of the queue is set to 0.15×𝑟, as such a queue will introduce a 150ms delay, which
is the upper bound of industry recommendations for interactive video conferencing [140].
Transmitted packets are queued first and drained at the desired link rate. When the FIFO
queue becomes full, subsequent packets will be dropped. In Fig. 5-11, we set 𝑟 to 320Kbps

and show the average PSNR of Reparo and VP9+Tambur with different target bitrates for
each codec. Note that the target bitrate for VP9+Tambur typically does not match the
actual bitrate: it is the input parameter for the VP9 codec to encode a video. As a result,
the actual bitrate of VP9+Tambur can be much larger than the target bitrate of VP9
depending on the encoding speed and quality parameters. Also, Tambur’s parity packets
typically introduce 50% to 60% bandwidth overhead, further inflating the actual bitrate of
VP9+Tambur. For example, the 75Kbps target bitrate corresponds to an actual average
bitrate of 211Kbps. As a result, we only vary the target bitrate supplied to VP9+Tambur
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Figure 5-11: Average PSNR of Reparo and VP9+Tambur with different target
bitrates for a fixed link capacity of 320 Kbps. Reparo’s average PSNR improves as
the target bitrate is increased. However, VP9+Tambur starts experiencing loss in
its fixed-size queue beyond a target bitrate of 120Kbps due to large keyframes that
do not fit in the queue.

up to 200Kbps because beyond that its actual bitrate with FEC overheads overshoots the
link rate and causes a lot of packet drops. On the other hand, Reparo’s actual bitrate can
exactly match the target bitrate.

As shown in Fig. 5-11, the average PSNR achieved by Reparo increases as the target
bitrate is increased. This is expected because fewer tokens are “self-dropped”, allowing for
better reconstruction. However, while the PSNR of VP9+Tambur initially increases as the
target bitrate is increased, it begins to decrease when the target bitrate is set to 120Kbps.
This occurs because even with a small target bitrate, the size of a keyframe across all its
packets with VP9 can be much larger the total number of bytes that the queue can hold.
Consequently, many packets of this keyframe may be lost. Additionally, when a keyframe
is lost, VP9+Tambur will force another keyframe, causing the queue to remain full and
preventing any frames from being transmitted, resulting in a frozen video with very low
PSNR over long durations. As the target bitrate is increased further and this issue with
keyframes becomes more pronounced, VP9+Tambur’s average PSNR worsens.

In practice, congestion control protocols like GCC [42] are used to adapt the encoder’s
target bitrate based on network observations such as latency and loss. However, this
experiment shows that choosing the appropriate target bitrate for VP9+Tambur is much
more challenging than for Reparo. For VP9+Tambur, the adaptation protocol must be con-
servative and operate in a lower bitrate range to limit packet drops. In contrast, Reparo can
continue to benefit from larger target bitrates as long as they are smaller than the link capac-
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Figure 5-12: Variants of Reparo that operate in different bitrate regimes.
Reparo achieves different bitrates by varying the number of tokens per frame, its
codebook size, and the number of frames jointly encoded.

ity, and the best performance is achieved by setting the target bitrate near the link capacity.

5.3.4 Other Results

Reparo Ablation Study. To allow Reparo to operate in different bitrate regimes, we can
adjust its hyper-parameters. For example, we can compress 𝑡 adjacent frames into the same
fixed size ℎ×𝑤 tokens, which reduces the effective bitrate by a factor of 𝑡 at the cost of an
additional latency of 𝑡−1 frames. We can also modify the number of residual blocks used in
the encoder and decoder, which changes the number of tokens to represent a frame. More to-
kens per frame correspond to better PSNR and higher bitrate due to better representational
power. We can also use different codebook sizes; larger codebook sizes produce higher PSNR
at the cost of a larger bitrate. In Fig. 5-12, we show the PSNR-bitrate curve of Reparo
under different hyper-parameters with a low loss level, demonstrating that Reparo can be
adapted to a large range of bitrates by varying the codec and loss recovery module trained
under different hyper-parameters. For example, Reparo can choose to encode two frames
together at the cost of 33ms higher latency and achieve almost half bitrate (red curve and
orange curve). Reparo can also use a larger codebook to achieve higher PSNR at the cost
of more bits needed to encode each token index (red curve and blue curve). Alternatively,
Reparo can use larger patches and fewer tokens per frame to decrease the bitrate. However,
this means that patches are less-specific and more coarse-grained, leading to worse quality
(red curve and green curve). By default, we use the middle red curve (t=1, number of tokens
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per frame=32×32, codebook size=1024) for 30 fps 512×512 videos in our main experiments.
Encoder Packetization Loss Recovery Decoder

Latency (ms) 9.2±0.1 0.5±0.009 35.6±1.2 15.5±0.2

Table 5-1: Latency breakdown for different parts of Reparo. The encoder and
packetization are at the transmitter side, while the loss recovery and decoder are
at the receiver side.

Latency. In Tab. 5-1, we present the latency of different modules in Reparo. The neural
codec and loss recovery modules of Reparo have higher encoding and decoding latencies
compared to traditional FEC schemes, since they require heavy computation. For our
unoptimized implementation, the total inference delay incurred by Reparo is 60.9ms. With
typical network queuing delays of 50ms, the end-to-end delay of Reparo is about 110ms,
which meets the industry recommendation of 150ms for maximum tolerable latency for
interactive video applications [140]. We expect that standard techniques to improve model
efficiency [68, 138, 52] can further reduce the latency.

5.4 Summary

This chapter describes Reparo, a novel loss-resilient generative video conferencing architec-
ture that uses generative deep learning models to reconstruct missing information without
sending redundant packets or using retransmissions. Instead, the receiver reconstructs
missing parts of frames using its knowledge of how visual objects look and relate to each
other. Our approach offers several advantages, including maintaining a stable and constant
bit rate, easy adaptation to any target bitrate, and one-way communication between the
transmitter and receiver. We evaluate Reparo on a corpus of publicly available video
conferencing videos and show that it consistently outperforms VP9+Tambur, a state-of-
the-art loss-resilient video conferencing platform based on streaming codes for FEC. Reparo
achieves similar PSNR as VP9+Tambur under mild loss levels and significantly improves
over VP9+Tambur under heavy loss levels, while also nearly eliminating video freezes. Our
approach presents a promising solution to the challenges of real-time video conferencing
applications, and we believe it opens up exciting possibilities for further research in this area.
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Chapter 6

Limitations

6.1 Limitations Common to All Three Solutions

This thesis proposes replacing traditional video codecs (e.g., VP8, VP9, AV1) with neural
networks that synthesize high-resolution video frames from compressed representations
of the same. However, such techniques do have several limitations, particularly their
computational complexity and their lack of generalizability.

Classical codecs are widely supported by a range of hardware from phones to expensive
datacenter servers. This is because they have become so commonplace that support for
these codecs is baked directly into each hardware type. In contrast, many existing video call-
ing devices simply do not have the graphical processing units or GPUs necessary to support
the kinds of operations neural networks require. Specifically, they cannot run the expensive
matrix multiplication operations that most generative networks require in real-time or at
the rate that video frames are sampled and rendered on a video conferencing call. We also
acknowledge that many of the regions that suffer from poor video conferencing quality
of experience (packet loss or low-bandwidth conditions) are also regions that have limited
access to high-end devices that have good power and compute profiles. However, we believe
that device improvements year on year are trending in a favorable direction, particularly
with the emergence of neural engines for both Apple and Android devices [26, 5]. We also
believe that the growing literature on model compression and optimization [60, 137, 41, 138]
can be leveraged to improve the runtime and power consumption of all three models. In the
meantime, an incremental deployment approach would involve running neural synthesis at
edge GPUs close to the receiver. This allows receivers to benefit from better reconstruction
quality as long as they have a reliable high-bandwidth pathway to the edge server and
eliminates the need for a similar high-bandwidth reliable connectivity through the entire
sender–receiver path or high-end devices with GPU capabilities.

Video compression techniques based on neural networks like the ones proposed in this
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thesis also do not generalize to the same extent as classical codecs. Classical codecs are
specified and implemented to work on all types of video regardless of their content. The
same codecs are used to compress on-demand video with rapidly changing scenes as well
as video conferencing videos that focus on individuals in largely stationary orientations
through a call. However, Gemino and Reparo leverage the fact that video conferencing is
restricted to a narrow distribution of talking-head videos to extract their compression gains.
Such techniques need fallback mechanisms when out-of-distribution video frames (e.g., a
child in the background, a change of hair style, emojis and avatars) are encountered to
ensure that the decoded video does not show any artifacts detrimental to the conferencing
experience. Further, these compression strategies do not directly translate to on-demand
or other video types; they need to be re-engineered for the specific task at hand.

6.2 Gemino Limitations

While Gemino greatly expands the operating regime for video conferencing to very low
bitrates, it incurs significant overheads in the form of training costs for codec-in-the-loop
training and personalization. It compresses better than VPX, but the encoding and
decoding processes are quite a bit slower than VPX. Further, as mentioned above, Gemino
is not as widely supported on devices without access to some graphical processing engine.
Running NetAdapt [156] to perform layer-by-layer pruning is also quite expensive to do
on a per-model basis. We alleviate some of these concerns by only training for the lowest
bitrate that Gemino supports for a given resolution, and by running NetAdapt [156] once
for a generic model to identify the architecture before fine-tuning it on a per-person basis.
Yet, the training costs for such a high degree of content adaptation can be prohibitively
expensive (∼30 hours for one configuration on an A100 GPU).

In Chapter 7, we discuss some techniques to overcome the expensive training costs asso-
ciated with Gemino’s personalization and codec-in-the-loop training. In addition to that, we
believe that NetAdapt can be adapted to our use case to identify an overarching optimized
architecture that can then be carefully trained using transfer learning from its larger counter-
part across a wide range of configurations and people. Further, NetAdapt [156] is only one
technique amongst a large suite of model optimization approaches, including knowledge dis-
tillation [60], sparsification [57, 55], quantization [62] and broader neural architecture search
approaches that optimize the entire model [41, 138]. We believe that with more targeted op-
timizations for particular devices, we can do even better. Such optimizations become more
salient when operating on higher-resolution video (e.g., 4K, UltraHD) and in higher band-
width regimes (∼ 5Mbps). We leave an exploration of such optimizations to future work.

Gemino, though trained on random pairs of reference and target frames, always uses
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the first frame of the test video as its reference frame. The reconstruction fidelity can be
improved by using reference frames close to each target frame. However, merely sending
more frequent reference frames periodically incurs very high bitrate costs due to their
high resolution. We leave to future work a more thorough investigation of reference frame
selection mechanisms that weigh these tradeoffs to squeeze the maximum accuracy for
a given compression level even with a single reference frame. Chapter 4 approaches this
issue differently: leveraging multiple reference frames using attention instead of carefully
selecting a single good reference frame.

6.3 Gemino (Attention) Limitations

Though Gemino (Attention) uses more than one reference frame unlike Gemino, the solution
comes at significant compute costs. Specifically, the attention-based architecture involves
many more matrix multiplication operations on large multi-dimensional matrices. This
results in an increase in FLOPs and consequently, inference time as the number of references
is increased. However, unlike Gemino, its attention counterpart has not been optimized to
use depthwise-convolutions, knowledge distillation or minimal number of kernels and filters
for optimal reconstruction. These standard model compression techniques can be applied
to Gemino (Attention) as well to improve its reconstruction time across the hardware
spectrum. Recent developments such as FlashAttention [48] can further be employed to
align the attention mechanism with IO bottlenecks in a way that reduces memory overheads.
Additionally, methods developed for alternate transformer models [147, 87, 125] can be
leveraged to compress the key-value pairs calculated from reference frames to perform
attention over smaller dimensions or to create approximations of the attention mechanism
altogether. Given that reference frames tend to remain fixed throughout the entire inference
process and often contain substantial redundancy, both compression and approximation
techniques that leverage the redundancy can greatly reduce the computational costs.

6.4 Reparo Limitations

Although Reparo offers several key advantages over traditional video codecs and existing
FEC-based approaches, it also has some limitations. First, the current implementation
of Reparo is based on PyTorch, and uses transformers which are computationally inten-
sive [51, 33], arguably more than even Gemino [134]. As a result, it requires multiple
high-end GPUs to operate at a reasonable speed. This limits the range of devices on which
Reparo can be deployed, and the current implementation is very far from being suitable for
low-end devices such as smartphones or tablets. However, as seen with Gemino, machine
learning models can typically be sped up for edge device deployment using more efficient
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model architectures [68, 138, 52, 118], hardware design [57, 61, 164], and techniques such
as knowledge distillation [66]. We leave an investigation of such optimizations, specifically
targeted at transformer architectures, to enable Reparo on edge devices to future work.
Second, similar to all generative models, Reparo requires a significant amount of training
data to build an accurate dictionary of visual tokens. Although we have shown that
Reparo performs well on publicly available video conferencing videos, because it learns the
distribution of faces and torsos typical to a video call easily, it may not generalize well to
other types of videos or to videos with different resolutions and frame rates. Third, Reparo’s
performance during low-loss scenarios is worse than existing codecs and state-of-the-art
solutions for packet loss. We believe that recent developments [161, 160, 90] in token-based
architectures can close this gap and also outperform existing solutions.

Despite these limitations, Reparo represents a promising approach to loss-resilient
video conferencing. Future research may focus on addressing these limitations and making
Reparo more accessible to a wider range of devices and different video-based applications.
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Chapter 7

Conclusion

7.1 Thesis Summary

This thesis proposes two neural codecs for improving video conferencing under low-
bandwidth and lossy network conditions. Together, these codecs point towards a future with
smoother and better video conferencing experience regardless of the underlying network.

First, we develop Gemino, a neural codec that upsamples low-resolution frames com-
pressed at audio-like bitrates to its full resolution using a high-frequency conditional
super-resolution pipeline. Gemino achieves comparable video quality to VP8 and VP9 with
one-fifth and one-half of the bitrate respectively. It runs in real-time on a Titan X GPU at
1024×1024 resolution, and runs in 90ms on a Jetson TX2 system. Next, we improve upon
Gemino’s design by replacing its optical flow with an attention module instead. The re-
vamped design, Gemino (Attention), combines information across multiple reference frames
to further improve the synthesized frame’s quality. While this technique shows limited im-
provements with highly curated datasets, the visual quality of the reconstruction improved
by nearly 1dB for both SSIM and PSNR with ten reference frames on a more diverse dataset.

Lastly, we design Reparo, a token-based generative codec that nearly eliminates frame
freezes or non-rendered frames during a video call. Reparo does this by learning a codebook
or visual dictionary that allows it to reconstruct small patches of an image that, when
combined appropriately, form the final rendered image. This codec compresses very ef-
ficiently because it simply transmits token (patch) indices, and can synthesize any missing
tokens by exploiting the correlations across token locations. Such an approach improves
the reconstruction quality by nearly 18dB in PSNR under high-loss conditions.

In the rest of this chapter, we describe some of the open questions left by this thesis,
and envision a future where neural video conferencing is truly ubiquitous.

111



7.2 Future Work

Feed-forward Networks for Content Adaptation. In Chapter 3, we show that fine-
tuning models on a per-person and per-codec-configuration basis improves Gemino’s recon-
struction fidelity allowing it to support high-quality video conferencing at audio-like bitrates.
However, this comes at a significant compute cost. Specifically, each finetuning task for a
particular person and bitrate task takes nearly 30 hours even on an A100 GPU. While this
can be sped up to an extent via distributed training, this is still prohibitively expensive. We
believe that one way to alleviate this is to design entirely feed-forward networks for content
adaptation. Such a design would involve a common model architecture based on the task
at hand. The weights of the common model would be computed by a hyper-network which
takes the specific content at hand and simply sets the weights of the common model. In the
context of Gemino’s high-frequency conditional super-resolution pipeline, the architecture
described in Fig. 3-2 in §5.2 would remain unchanged. However, based on the person and the
codec settings, a hyper-network would determine what weights for each layer in Fig. 3-2 re-
sults in the highest reconstruction accuracy. This allows us to train exactly once a single pair
of models: the core model and the weight-setting hyper-network, but use them at inference
time multiple times on different content distributions to still extract just as good quality as
finetuning the core model repeatedly for each content distribution. It also makes it easier to
compute model updates for model streaming use cases such as in SRVC [83] and AMS [82].
We anticipate that some of the optimization benefits from running NetAdapt [156] for
Gemino can also be extended to such a feed-forward design too by merely retaining weights
produced by the hyper-network for those layers that remain after the pruning process.

Content Adaptation for Bias Reduction. A benefit of content-specific models is that
they can trained to reasonable accuracy on a generic corpus before finetuning it on a small
dataset consisting of a restricted distribution. The resulting model has high reconstruction
accuracy on the specific distribution it was finetuned on, as seen with Gemino’s personalized
models (§3.2.3). We believe that this can be used to reduce bias typically associated with
models trained on datasets that are not representative of the distributions that they are
tested on [39, 38, 4]. A commonly cited reason for why bias exists is that data is hard
to collect on specific minority populations [74, 58]. However, our approach suggests that
finetuning on a small curated dataset on a restricted distribution can recover any accuracy
that a generic model loses out on. Building on this insight, we anticipate that a collection
of such content-adapted models each trained on smaller minority populations can be used
to improve the robustness of pipelines that use trained models for highly sensitive tasks.
The idea here is similar to ensembling or bagging [127] where the ultimate output is an
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average or minimum of all individual content-adapted model outputs.

Person-specific Feature Corpuses. Chapter 4 proposes an attention based design for
high-frequency-conditional super-resolution that leverages multiple reference frames. All
the reference frames are encoded to produce a series of key-value feature pairs at multiple
resolutions. These features are then attended to based on query features obtained from the
low-resolution target frame meant to be upsampled to its fullest resolution. However, the
evaluation in §4.3 merely concatenates the features obtained from all of the reference frames.
This leaves the attention module maximum flexibility to combine information across all
reference frames however it deems most useful for the final reconstruction quality. But, this
has the unfortunate side effect of inducing high compute overheads. A more efficient strategy
is to aggregate information across all the key-value feature pairs obtained from all reference
frames into a compact summary that can still improve reconstruction quality without as
much compute. Such aggregation can range from simple clustering mechanisms that remove
redundant features common to multiple reference frames to more complex learnt approaches.
This summarization can be used to generate person-specific feature corpuses that can then
be leveraged for downstream tasks without needing to retrain the weights of the entire larger
model for that particular task. This poses an alternate way to perform content-adaptation
that may not be entirely feed-forward, but still reduces the overheads from retraining the
entire model for every distribution to obtaining a small summary per distribution.

Loss-resilient Low-Bandwidth Video Conferencing. This thesis describes two sep-
arate techniques that independently target low bandwidth and loss-resilient video confer-
encing. Gemino [134, 135] lower the bandwidth use by sending low-resolution video over
the Internet but neurally upsampling it to the desired resolution. Reparo [92] develops
a token-based generative codec that does not use any temporal dependency across frames,
allowing reconstruction for any frame independent of the outcome of prior frames’ decoding
process. Combining both of these approaches will result in a codec that is both loss-resilient
as well as extremely bandwidth efficient. However, we anticipate that the compute costs
associated with such a design will be significantly higher than either individual approach.
We leave to future work an exploration of techniques to efficiently combine both techniques.
A more responsive transport layer such as the one in Vidaptive [77] will further improve
the system’s ability to detect loss and poor network conditions, allowing it to use the
approaches in Gemino and Reparo more appropriately while minimizing the compute
overheads during good network conditions.

113



7.3 Making Neural Video Conferencing Ubiquitous

This thesis shows the immense benefits that generative methods provide to video conferenc-
ing under poor network conditions. However, many of the regions that most need better
video conferencing experience do not have wealthy populations that can afford high-end mo-
bile phones or laptops that can support neural computations. We take the optimistic outlook
that given the pace of hardware improvements over the last decade, devices will soon be able
to support some form of basic neural methods if not compute-intensive ones like transformer
architectures. We believe that simple super-resolution approaches without reference frames
might be a good starting deployment strategy that shows some of the benefits that neural
networks and machine learning afford to video conferencing. As device capabilities improve,
we anticipate deploying increasingly complex approaches. In the meantime, we expect that
baseline network conditions across the world will also improve and expand the realm of video
conferencing to higher quality experiences such as 4K and UltraHD video calls, as well as
immersive experiences such as AR/VR. This thesis paves the way for democratizing access
to such experiences as and when they develop even if the network conditions across the
world cannot instantly support these more bandwidth-intensive future video experiences.
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Appendix A

Gemino Model Details

In the following subsections, we detail the structure of the motion estimator that pro-
duces the warping field for Gemino and the neural encoder-decoder pair that produce the
prediction. We also describe additional details about the training procedure.

A.1 Motion Estimator

UNet Structure. The keypoint detector and the motion estimator use identical UNet
structures (Fig. A-1 and Fig. A-2) to extract features from their respective inputs before
they are post-processed. In both cases, the UNet consists of five up and downsampling
blocks each. Each downsampling block consists of a 2D convolutional layer [56], a batch
normalization layer [72], a Rectified Linear Unit Non-linearity (ReLU) layer [88], and a
pooling layer that downsamples by 2× in each dimension. The batch normalization helps
normalize inputs and outputs across layers, while the ReLU layer helps speed up training.
Each upsampling block first performs a 2× interpolation, followed by a convolutional layer,
a batch normalization layer, and a ReLU layer. Thus, every downsampling layer reduces
the spatial dimensions of the input but instead extracts features in a third “channel” or
“depth” dimension by doubling the third dimension. On the other hand, every upsampling
layer doubles in each spatial dimension, while halving the number of features in the depth
dimension. In our implementation, the UNet structure always produces 64 features after
its first encoder downsampling layer, and doubles from there on. The reverse happens
with the decoder ending with 64 features after its last layer. Since the UNet structure
operates on low-resolution input (as part of the keypoint detector and motion estimator),
its kernel size is set to 3×3 to capture reasonably sized fields of interest.

Keypoint Detector. To obtain the warping field between the reference frame and the
target, Gemino first uses a keypoint detector to locate key facial landmarks. It then
uses a first-order approximation in the neighborhood of these keypoints similar to the
FOMM [132]. To extract keypoints, we first downsample the input image to 64×64,
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Figure A-1: Keypoint Detector used as a precursor for computing the warping field
between the reference and target images. Low-resolution versions of both frames
are supplied to a UNet architecture [124], and then put through convolutional layers
to generate keypoint locations and four “Jacobian” values in the neighborhood of
each keypoint.

and then feed it into the UNet structure described above in its RGB space itself. The
UNet structure produces a set of output features from its decoder, which are then put
through two separate pipelines to extract the keypoint locations and the “jacobians.” The
keypoint locations are extracted via a single 7×7 convolutional layer, which is then put
through a softmax to extract probabilities for keypoint presence at each spatial location.
This is then converted to actual keypoint locations by performing a weighted average of
these probabilities across the entire spatial grid. Note that this process is replicated 10
times by having 10 separate channels to extract 10 keypoints. The jacobians are simply
four floating point numbers that are used to approximate the movement (derivatives) in
the neighborhood of each keypoint. This is used for the first-order approximation when
computing the motion around each keypoint. To generate these jacobians, the output from
the UNet is simply put through a single 7x7 convolutional layer. Fig. A-1 describes this
architecture. Note that both the reference and the target images are fed to this pipeline
independently to generate two separate sets of reference and target keypoints and jacobians.

Motion Estimation Fig. A-2 describes the working of the motion estimator in Gemino’s
design in detail. First, the motion estimator creates Gaussian heatmaps corresponding to
the keypoint locations from both the reference and the target frames. It subtracts the two on
a per-keypoint basis to generate the difference between the two frames’ keypoints. It adds a
separate heatmap consisting of zeros to denote the fact that the background is identical in the
two frames. The motion estimator then generates sparse motion vectors or motion vectors
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Figure A-2: Gemino’s motion estimation module that takes as input reference
and target keypoints, along with a low-resolution reference and target frames, and
produces a warping field and occlusion masks. The warping field helps the generator
move encoded features from a full-resolution reference frame into the target frame’s
coordinate space, while the occlusion masks inform the decoder how to combine
information from the low-resolution target frame with high-resolution (warped and
unwarped) features from the reference frame.

in the neighborhood of each keypoint using the first-order Taylor series approximation [132]
and the Jacobian values from the keypoint detector. These motion vectors (along with
an identity for the background) are applied to the low-resolution reference frame to obtain
a set of deformed references. This effectively generates 11 heatmaps (10 keypoints + 1 for
background), and 11 different RGB (3 channels) deformed references. The 44 resulting
channels are provided as input along with 3 RGB features from the low-resolution target
image to another replica of the UNet structure described above. This UNet’s decoder also
outputs a set of predicted features based on all the provided 47 input features.

The predicted features are put through three separate 7×7 convolutional layer followed
by Sigmoid layers and a Softmax layer to produce three occlusion masks. Each occlusion
mask is later used in the decoding pipeline to convey how to combine information from
three pathways: the warped high-resolution features, the non-warped high-resolution
features, and the low-resolution features to generate the prediction. We use a Softmax layer
to enforce that the sum of these three occlusion masks is 1 at every spatial location so that
they do not compete in later parts of the decoding pipeline. Intuitively, this forces each
pixel to be generated from one out of the three pathways. If a feature represents a part
of the frame that has moved between the reference and the target frames, reconstruction
relies on the HR warped pathway, while if it represents a part of the frame that has not
moved, it relies on the non-warped HR pathway. Regions that are significantly different
between the reference and the target use the LR features instead.

The predicted features are also fed into a single 7×7 convolutional layer followed by
a Softmax to generate a deformation mask that reflects how to combine the sparse motion
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vectors previously obtained in the neighborhood of each location. The Softmax ensures
that across every spatial location, different vectors are weighted appropriately to sum up
to 1 finally. This deformation mask is applied to the sparse motion vectors to obtain the
final warping field.
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Figure A-3: Gemino’s encoder-decoder pair that is responsible for synthesizing the
prediction. The encoder runs the high-resolution reference image through a series
of downsampling layers to produce encoded features. A copy of these encoded
HR features is warped, and both the warped and non-warped features are refined
through a sequence of residual blocks. Meanwhile, a convolutional layer extracts
low-resolution features from a low-resolution target. The three sets of features are
combined based on occlusion masks from the motion estimator before they are
decoded to result in the final prediction.

A.2 Image Synthesis

Fig. A-3 describes the generative parts of Gemino design in more detail. First, the
low-resolution target frames are put through a single 7×7 convolutional layer to produce
low-resolution (LR) features to be used later during decoding. The high-resolution reference
RGB frame is also fed through a single 7×7 convolutional layer to produce 32 high-resolution
(HR) features with the same spatial dimensions before it is fed to the neural encoder. The
neural encoder consists of four downsample blocks, each of which has the same structure as
the downsample blocks in our UNet structure in the keypoint detector (Fig. A-1). The four
blocks ensure that we start at full-resolution (1024×1024 frames) with 32 features and end
up with 256 separate 64×64 encoded HR features at the bottleneck. However, unlike the
UNet, not all blocks in the neural encoder are equipped with skip connections. Specifically,
only the first two have skip connections to the corresponding last two decoder blocks.
The decoder also consists of upsampling blocks with the same composition as the UNet’s
downsampling blocks. Prior to decoding, a copy of the HR features are warped using the
warping field from the motion estimator ( A ). The warped HR features and the unwarped
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Training Videos Test Videos

YouTuber Total Len. Avg. Bitrate Avg. Len. Avg. Bitrate

Adam Neely 31 min 1082 kbps 146 s 1303 kbps
Xiran Jay Zhao 30 min 2815 kbps 180 s 1560 kbps
The Needle Drop 33 min 2013 kbps 206 s 1286 kbps
fancy fueko 15 min 4064 kbps 124 s 1607 kbps
Kayleigh McEnany 28 min 2521 kbps 180 s 1247 kbps

Table A-1: Details of our dataset. All videos are at 1024×1024.

features ( B ) are fed through five Residual Blocks [65] that refine them and also help prevent
diminishing gradients during training. Each residual block consists of batch normalization,
ReLU, and convolutional layers. The refined HR features, along with the LR features, and
appropriate skip connections are combined using occlusion masks obtained from the motion
estimator. Once combined, all three sets of features are fed through decoder’s upsampling
blocks to spatial dimensions of 1024×1024 frames with 32 features. This output is fed
through a final 7×7 convolutional layer to bring it back to its RGB space as the prediction.

A.3 Training Details

To train our model, we use equally weighted (with a weight 10) multi-scale VGG perceptual
loss [75], a feature-matching loss [148], and an L1 pixel-wise loss. The multi-scale VGG loss
and feature matching losses operate at scales of 1, 0.5, 0.25, and 0.125 of the image size. All
of these scales have equal loss weights. We also use an adversarial loss [59] with a weight
of one (one-tenth of the other losses). The keypoints use an equivariance loss similar to the
FOMM [132]. Our keypoint detector is unchanged relative to the FOMM, and so we reuse
a trained checkpoint on the VoxCeleb dataset [111], but fine-tune it on a per-person basis.
For other layers, we adopt a simple strategy: if the dimensions match the equivalent layers
in the FOMM (e.g., encoder layers, residual layers), we initialize them based on a FOMM
checkpoint, and if the dimensions do not match, they are initialized randomly. All models
are personalized (either trained from scratch or fine-tuned if the layers are initialized to
FOMM checkpoints). All models for 1024×1024 output resolution were trained with a
batch size of 2 on NVIDIA A100 GPUs while models for 512×512 output resolution were
trained with a batch size of 2 on NVIDIA V100 GPUs. The details of the dataset we
curate is shown in Tab. A-1 As discussed earlier, models are trained on decompressed
VPX frames at different bitrates. To support this, we encode individual frames at the
target bitrate during train-time after they are sampled from the dataset. Since we encode
individual frames, this only results in keyframes at train-time, but these frames are still
representative of what compressed video frames more generally look like at that bitrate.
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Appendix B

Extended Gemino Evaluation

B.1 Low-bitrate Regime Comparisons

We plot a CDF of the visual quality in the context of PSNR and SSIM across all frames in
our corpus in Fig. B-1 at 15Kbps, 45Kbps, 75Kbps and 105Kbps. At each target bitrate,
we use the largest resolution supported by the underlying video codec. Gemino uses VP8
at 15Kbps and 45Kbps but VP9 at higher bitrates; VP8 and VP9 do not differ much at
lower bitrates, but VP9 allows 512×512 to be compressed all the way to 75Kbps while VP8
cannot. Since our results in §3.4.4 suggest using the highest resolution at any target bitrate,
we use VP9 at 75Kbps and 105Kbps. The CDF shows that Gemino’s reconstructions are
robust to variations across frames and orientation changes over the course of a video. At
45Kbps when upsampling from a 256×256 frame, Gemino outperforms all other baselines
across all frames and both metrics. Specifically, its synthesized frames are better than
FOMM by nearly 5dB in SSIM and 10dB in PSNR throughout. While the differences
in PSNR between Bicubic atop VP9 and Gemino are small at 105Kbps, the difference
at the median is over 2dB at 15Kbps. The differences in SSIM is even more pronounced
at 15Kbps with Gemino outperforming both bicubic approaches by nearly 2.5dB at the
median. As the bitrate is lowered, the differences between VP8 and VP9 also shrink,
resulting in very similar visual quality for both of their bicubic upsampling approaches. As
we show in §B.2, differences in PSNR are not as reflective of how natural the image looks
to the human eye, and so we rely on LPIPS [163] primarily, and SSIM when relevant.

B.2 Comparing the metrics.

To understand the difference between different quantitative metrics and the visual qual-
ity each of them map to, we show a strip (with the associated metrics) that compares
Gemino with the reconstruction of bicubic atop VP8 and VP9 when upsampling 256×256
frames at 45Kbps in Fig. B-2, B-3, B-4 and B-5. For example, in Fig. B-2, while the
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(a) PSNR achieved by different schemes in the low-bitrate regime

(b) SSIM achieved by different schemes in the low-bitrate regime

Figure B-1: CDF of PSNR and SSIM achieved by different schemes on all frames
in low-bitrate regimes. The differences between Gemino and other approaches
becomes more pronounced in lower-bitrate regimes.

output produced by Gemino is significantly better than that of both bicubic approaches,
it manifests as only a 2dB difference in PSNR and SSIM, both of which have very wide
ranges. In contrast, we see an improvement of 0.1 in LPIPS. LPIPS is constrained to be
between 0 and 1, making it easier to put the 0.1 improvement in context. We see similar
trends in Fig. B-3 and in Fig. B-4, where a difference of 0.13-0.14 in LPIPS, and ∼2dB

PSNR manifests as smoother output on the facial regions. In contrast, while the PSNRs in
Fig. B-5 are fairly close across the bicubic approaches and Gemino, the SSIM and LPIPS
differences reflect how much more natural Gemino’s facial reconstruction looks. Frames
like these explain why the PSNR graphs in Fig. 3-5 are a lot closer than the other two
metrics, and motivate the use of LPIPS as our main metric. However, even though the two
bicubic approaches in Fig. B-3 differ significantly in the smoothness of the face, all three
metrics are close enough that the difference would not be very perceptible on a plot. As
a result, we acknowledge that none of these metrics are truly perfect, and a combination
of them all along with visual strips is needed for a thorough evaluation.
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Figure B-2: Full-size examples to illustrate the visual quality differences and their
correlation with the metric values.

Figure B-3: Full-size examples to illustrate the visual quality differences and their
correlation with the metric values.

Figure B-4: Full-size examples to illustrate the visual quality differences and their
correlation with the metric values.
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Figure B-5: Full-size examples to illustrate the visual quality differences and their
correlation with the metric values.
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